Can AI & Law Contribute to Managing Electronically Stored Information in Discovery Proceedings? Some Points of Tangency
Position Paper
ICAIL 2007 Workshop on Supporting Search and Sensemaking for 
Electronically Stored Information in Discovery Proceedings (DESI)
Kevin D. Ashley
Professor of Law and Intelligent Systems

University of Pittsburgh School of Law

Pittsburgh, PA 15260 (Ashley@pitt.edu)

Upon hearing of the TREC 2006 and 2007 Legal Tracks, I became excited both for TREC and for AI & Law. Here, I thought, was a chance for TREC to focus on more indirect inferential question-answering and for AI & Law researchers to apply their models of legal inference! When I learned that it was really the TREC Legal Discovery Track, with the goal of automating “support for review and production of electronic records in the context of litigation, regulation, and legislation,” I confess to a certain disappointment at perceiving a lost opportunity. What can AI & Law contribute to searching through enormous repositories, not of legal opinions or statutory or regulatory texts (with their useful substantive and structural constraints) but of the day-to-day records of commercial life? How can it sort through the multitudes of miscellaneous corporate emails and memoranda, commercial reports of all types and descriptions, the “fallout” of electronic life and commerce, for all and only the documents relevant to a particular legal dispute? 
The sheer audacity of the challenge, on the other hand, was intriguing. Could AI and Law research, or more broadly, AI research with implications for the legal domain, make a contribution?  I can think of four areas that may be worth pursuing in this connection:
· Textual Case-Based Reasoning (TCBR) methods to analyze electronic corporate textual documents.
· Natural Language Processing (NLP) techniques to recognize subjectivity and sentiment in text.
· Techniques for visualizing evidential reasoning.

· Incorporating AI & Law ontologies as a basic framework.
Researchers in TCBR are developing methods for extracting information from corpuses of textual narratives in such things as machine maintenance diagnostic reports. The narratives may be characterized by an underlying structure in terms of knowledge-related tasks, such as observing, explaining and acting. Thus, an inspector typically observes a measurement which may be abnormal, explains it in terms of the problems it indicates, and recommends an action. (See Mustafaraj, et al. 2006).  Such narratives would be important in, say, product liability litigation resulting from allegedly defective machinery. Hidden Markov Models (HMMs) may be used to capture such ordering information. For instance, Lee and Barzilay's (2004) Probabilistic Content Models are HMMs in which states correspond to information characteristic of the domain and state transitions correspond to information-presentation orderings. 
Increasingly, methods developed by NLP researchers are able to recognize subjectivity and sentiment in textual documents drawn from large corpuses. (See, e.g., Wilson, et al., 2006). Using a conceptual representation of private states and attitudes, human annotators are trained to identify expressions of attitudes and other private states and their sources and intensities. Then machine learning programs learn to automatically recognize such things as sentiment and argumentative attitudes in new documents from the corpus. Significantly, so far the corpuses contain the same types of documents, for instance, news reports. One could imagine that an ability to identify textual documents where, say, subjective opinions are recorded, or emotionally-charged recommendations are made, could help make sense of documents in securities or fraud litigation, filtering them out and targeting them for further human analysis.
A recent conference entitled, “Graphic and Visual Representations of Evidence in Legal Settings,” (2007) Cardozo School of Law, January. http://tillers.net/home.html, showcased a number of systems for visualizing the legal implications of evidentiary documents in litigation. See, for example, (Lowrance, 2007) demonstrating the potential for using template-based structured argumentation and a collaborative software tool, SRI’s Structured Evidential Argumentation System (SEAS), in a legal context. According to Lowrance, “structured arguments are based on a hierarchy of questions (a tree) that is used to assess a situation.” Figure 8 in the paper illustrates how the structured arguments could model various competing claims and defenses in a negligence claim; the arguments would be constructed collaboratively by multiple attorneys working on the case. As noted in (Ashley, 2007) attorneys employ ever more sophisticated on-line tools such as CaseMap to organize and integrate physical and electronic documents in large-scale litigation. It is a natural step to imagine linking these tools with something like SEAS to help litigators collaboratively construct their legal arguments and integrate the documents into them. Such structured arguments might be a natural goal for the electronic discovery management tools contemplated in the DESI Workshop.
Finally, it is well to remember an important “lesson learned” in the history of AI & Law research: that representing legal concepts explicitly in ontological frameworks and domain ontologies facilitates knowledge sharing and re-use, overcomes the brittleness of legal expert systems, and makes explicit a program’s and researchers’ assumptions about legal knowledge. More specifically, they help to acquire, evaluate, and share knowledge bases, mediate the storage of legal rules, manage distinctions among concept types, coordinate physical and legal institutional descriptions of events, and generate natural language explanations. Detailed legal ontologies are likely to be a firm basis for indexing schemes required to make legal sense of the electronic documents discovered. (See, e.g., Breuker, et al. 2002). Indeed, they will probably play an important role in seeding ontologies that will need to be fleshed out automatically from the electronic documents in the corpus.
While none of these contributions of AI & Law, or AI research with legal domain implications, solves the huge challenges posed by the DESI Workshop, they do seem worth considering.  
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