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Abstract A fundamental requirement for a digital archive
is to set up mechanisms that will ensure the authenticity of
its holdings in the long term. In this article, we develop a
new methodology to address the long-term integrity of dig-
ital archives using rigorous cryptographic techniques. Our
approach involves the generation of a small-size integrity
token for each object, some cryptographic summary infor-
mation, and a framework that enables cost-effective regular
and periodic auditing of the archive’s holdings depending on
the policy set by the archive. Our scheme is very general,
architecture and platform independent, and can detect with
high probability any alteration to an object, including mali-
cious alterations introduced by the archive or by an external
intruder. The scheme can be shown to be mathematically cor-
rect as long as a small amount of cryptographic information,
in the order of 100 KB/year, can be kept intact. Using this
approach, a prototype system called ACE (Auditing Control
Environment) has been built and tested in an operational large
scale archiving environment.

Keywords Integrity auditing · Digital archives ·
Data integrity · Authenticity of digital archives

1 Introduction

A large portion of the scientific, business, cultural, and gov-
ernment digital information being created today needs to be
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maintained and preserved for future use of periods ranging
from a few years to decades and sometimes centuries. Since
the mid-nineties, the issue of long-term preservation of digi-
tal information has received considerable attention by major
archiving communities, library organizations, government
agencies, scientific communities, and individual research-
ers. These studies have identified major challenges regarding
institutional and business models, technology infrastruc-
ture, and social and legal frameworks, which need to be
addressed to achieve long-term reliable access to digital
information.

One of the most challenging problems identified through
these studies is how to ensure the integrity of each object of
the archive’s holdings throughout the lifetime of the object.
Digital information is, in general, very fragile due to many
potential risks ranging from hardware and software failures
to major technology changes rendering current software and
hardware unusable, to the ever-growing number of computer
and networking security breaches. For instance, it is reported
in [1] that disk drive failures alone contributed 400,000
instances of data corruption over a period of 41 months in
1.53 millions of disk drives.

Note also that most of an archive’s holdings may be
accessed very infrequently, and, hence, several cycles of tech-
nology evolution may occur in between accesses to digital
objects, thereby causing corrupted files to go undetected until
it is too late. In addition, there is also the possibility of human
mishandling of the archive holdings (such as operational
errors) as well as the possibility of natural hazards and disas-
ters such as fires and floods. We also must be able to handle
the possibility of malicious alterations. Most of these prob-
lems may cause unnoticeable changes to the archive, which
may last for a long time before they are detected.

Two additional factors should also be taken into account
when considering long-term digital archives. First, a number
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of transformations may be applied to a digital object during
its lifetime. For example, format obsolescence can lead to
a migratory transformation to a new format. Second, cryp-
tographic techniques, used by all current integrity checking
mechanisms, are likely to become less immune to potential
attacks over time, and hence they will need to be replaced by
stronger techniques. Therefore, these two problems need to
be also addressed in any approach to ensure the integrity of
a digital archive.

A number of bit-level integrity checking techniques tai-
lored for storage systems have been described in the lit-
erature [15–17]. However, these techniques fall short of
the requirements of a long-term digital archive. Other
techniques have been developed specifically for digital
archives, including those that appeared in [4,11,12,21],
but none seems to offer a general approach that is appli-
cable to the different emerging architectures for digital
archives (including centralized, peer to peer, and distrib-
uted archives) and that is capable of proactively monitoring
and detecting any alterations to the data in a cost effective
way.

The main focus of our study is the development of
a rigorous methodology to certify the integrity of any
object in the archive’s holdings, and detect any alterations,
including malicious alterations. More specifically, we intro-
duce efficient cryptographic techniques and related pro-
cedures to periodically audit the integrity of the various
objects held in the archive, which will be able, with high
probability, to discover any changes made to any object in
the archive, including changes introduced by a malicious
user. In fact, our methodology allows a party independent
of the archive to audit any object in the archive and cer-
tify its integrity with extremely high probability, as long
as around 100 KB/year of cryptographic information is kept
intact.

We note that a number of schemes can be used to correct
errors once they are identified by our method, depending
on the architecture of the archive. For a centralized archive
with an isolated dark archive, a master copy can be retrieved
to correct the corrupted object. For a federated or peer-to-
peer distributed archive, a certified (by our scheme) remote
replica can be used to replace the corrupted object using a
mechanism that will depend on the technical details of the
infrastructure.

2 Related work

In this section, we describe some of the most common strat-
egies used to ensure data integrity starting with the basic
techniques for bit streams stored on various types of media
or transmitted over a network.

2.1 Basic techniques

Data residing on storage systems or being transmitted across
a network can get corrupted due to media, hardware, or soft-
ware failures. Disk errors, for example, are not uncommon,
and data on disk can get corrupted silently without being
detected because a faulty disk controller causes misdirected
writes [17]. This type of errors remains undetected because
most storage software expects the media to function properly
or fail explicitly rather than mis-operate at any point during
its life time. The integrity of data can also get compromised
because of software bugs. For example, data read from a stor-
age device can get corrupted due to a faulty device driver or
a buggy file system which can cause data to become inacces-
sible [17]. Moreover, data integrity can be violated because
of accidental use or operational errors. Unintended user’s
activity might cause the integrity to be broken. For instance,
deletion of a file might lead to a malfunction of specific
application/system software that depends on the accidentally
deleted file. As a result of this action, integrity violations may
occur.

The simplest technique for implementing integrity checks
is to use some form of replication such as mirroring. The
integrity verification can then be made by comparing the
replicas against each other. This method can easily detect
a change in the stored data only if the modification is not
carried out in all the replicas and no errors are introduced
during data movement. While maintaining at least one copy
of a replica is inevitably necessary to recover from a potential
data corruption, performing constant bit-by-bit replica com-
parisons to detect integrity violation for every object in an
archive is an expensive operation that is prone to errors and
that cannot counter malicious alterations.

A well-known approach used in RAID storage is based on
coding techniques, the simplest of which is parity checking
[15]. The parity across the RAID array is computed using
the XOR logical function. The parity value is stored together
with the data on the same disk array or on a different array
dedicated to the parity itself. When the disk containing the
data or the parity fails, the data or parity can sometimes be
recovered using the remaining disk and performing the XOR
operation [15]. The XOR parity is a very special type of era-
sure codes, which can be much more powerful [16]. They
all involve expanding the data using some types of algebraic
operations in such a way that some errors may be detected and
corrected. While these techniques are critical in maintaining
some level of bit-level integrity on storage systems, they are
not designed to support high-level data integrity since decod-
ing will be required every time the data accessed, and they
entail a significant expansion of the data. Moreover, since
only certain errors can be corrected, they still require that a
“master copy” be stored in some kind of a back-up system
or a “dark archive”.
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A widely used method is based on cryptographic hashing
(also called checksum) techniques. In this approach, a check-
sum of the bit-stream is computed and is stored persistently
either with the data or separately. The checksum is calculated
using a cryptographic hash algorithm. In general, a crypto-
graphic hash algorithm takes an input of arbitrary length and
converts it into a single fixed-size value known as a digest or
hash value. A critical property of cryptographic hash algo-
rithms is that they are based on one-way functions, that is,
given the hash value of a bit-stream A, it is computationally
infeasible to find a different bit-stream B that has the same
hash value [8,13]. Assuming that the hash values are correct,
data integrity can be verified by comparing the stored hash
value with a newly computed hash from the data. Although
no known hash function has been proven to be truly one-way,
the most common hash functions in use are MD5, SHA-1,
SHA-256, and RIPEMD-160, all of which seem to work well
in practice (in spite of the recent attacks that illustrated how
to break MD5 [19] and SHA-1 [20]). The major problem
with this scheme is that it cannot detect malicious alterations
since the hash function used by an archive is usually known,
and hence an intruder or a malicious user within the archive
can change an object and the corresponding hash value so
that they still match.

2.2 Techniques for digital archives

We now describe some of the most notable methods that have
been suggested for integrity verification for digital archives.

The most popular and, perhaps, the most important
method for addressing integrity checking of digital archives
is to compute a hash for each object in the archive and store
the hashes in a separate, secure, and reliable registry (the
hash could in addition be stored with the object as well).
Integrity auditing involves periodic sampling of the content
of the archive, computing the hash of each object, and com-
paring the computed hash with the stored hash value of the
object. While such a scheme may be sufficient for small,
centralized archives, it has two serious shortcomings rela-
tive to our stated goals. The first is that a malicious user
within the archive or an external intruder can modify both
an object and its corresponding hash value (since the hash
function is known), in which case there will be no way to
detect such an error. The second shortcoming is the fact that
the whole scheme depends on ensuring the integrity of all
the hash values, which will grow linearly with the number
of objects in the archive. Even in the absence of malicious
alterations, this is a non-trivial problem for large archives
over the long term, especially because the hashing schemes
themselves will inevitably change over time in which case
we have to track the particular hashing scheme used at any
specific time. In the method that we will propose, we only
need to ensure the integrity of a single hash value per day,

independent of the number of objects in the archive, which
is a substantially easier problem to manage.

Another approach uses a combination of replication and
hashing. In this approach, each digital object is replicated
over a number of repositories. Integrity checking can be per-
formed by computing the hash of each copy locally, and send-
ing all the hashes to an auditor. A majority vote enables the
auditor to discover the faulty copies, if any. This is the pri-
mary integrity scheme used in LOCKSS [12], which is a
peer-to-peer replication system for archiving electronic jour-
nals in which each participating library collects its own copy
of the journals of interest. LOCKSS uses a peer-to-peer inter-
cache protocol (LCAP) which is a cache auditing protocol.
It runs LCAP continuously among all the caches to detect
and correct any damage to cached contents. The process is
similar to opinion polls in which all the caches vote. When a
storage peer in LOCKSS calls for an audit of a digital object,
each peer that owns a replica computes the corresponding
hash value and sends back the value to the audit initiator. If
the computed digest agrees with the overwhelming major-
ity of the replies, then the object is believed to be intact.
If the digest disagrees with the overwhelming majority, the
object is believed to be tampered with, and the copy is dis-
carded while a new copy is fetched from the publisher or
one of the caches with the right copy. As such, LOCKSS
is the only scheme described in this sub-section which han-
dles both detection and correcting simultaneously. However,
this approach depends crucially on the assumption that there
are many replicas for each object. While this assumption
may be reasonable for archiving electronic journals at dif-
ferent libraries, many of the current archives do not use the
peer-to-peer infrastructure, or create many replicas of each
archival object. A replica voting approach can be expensive,
requiring a significant communication overhead. In general,
achievement of consensus among distributed nodes that do
not trust each other (and some of which may be faulty) is
a difficult problem that has been studied extensively in the
distributed computing literature. In fact, as reported in [5],
about 50 malicious nodes could abuse the LOCKSS protocol
to prevent a network of 1000 nodes from auditing their con-
tents. We note that additional set of defenses [5] including
admission control, desynchronization, and redundancy can
be used to counter such an attack but clearly this makes the
scheme significantly more complicated and costly.

Another possible approach is to make use of digital signa-
tures [3] based on public key cryptography. In essence, such
a scheme involves a private–public key pair for performing
signing/verification operations, and a supporting public-key
infrastructure. The basic premise is that the private key is only
known to the owner, and the public key is widely available.
A message signed by a private key can be verified using the
corresponding public key. The digital signature technology
takes direct advantage of this property. The digital object is
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signed using the private key (note that the signature depends
on the digital object and the private key), and anybody can
verify the signature using the corresponding public key. If the
verification process succeeds, the digital object is considered
intact (and the identity of the author of the signature verified).
Hence, a possible approach to preserving the integrity of dig-
ital archives would be to sign each digital object using a pri-
vate key only known to the archive. However, the certificates
(public keys signed by a widely trusted certificate authority)
have a finite life with a fixed expiration date. Hence, we need
to have a trusted and reliable method to track the various pub-
lic keys used over time. In general, this is a difficult problem
that can be solved using sophisticated techniques based on
Byzantine agreement protocols [9] and threshold cryptogra-
phy [2], which shed serious doubts on its practicality in a
production environment. Also, should the private key of the
archive be compromised, the whole archive becomes at risk.
This implies that a malicious user within the archive or an
intruder, who gets access to the private key can easily com-
promise the contents of the whole archive. Another potential
problem with this scheme is its complete dependence on a
third party, such as certificate authorities, which may or may
not exist over time.

We now introduce the time-stamping technique, which
provides an alternative approach to the digital signature
scheme outlined above. A time stamp of a digital object D
at time T is a record that can be used any time in the future
(later than T ) to verify that D existed at time T . The record
typically contains a time indicator (date and time) and a guar-
antee (that depends on the time-stamping service) that D
existed in exactly this form at time T . One way to implement
time stamping is through a Time Stamping Authority (TSA)
that attaches a time designation to the object (or its hash)
and signs it using the private key of the TSA. The British
Library [4] uses this strategy through an independent TSA.
With the usage of the public key of the TSA, any alteration
to any object, malicious or otherwise, can be detected, which
in fact achieves one of our major objectives. However, the
verification procedure depends completely on the trustwor-
thiness of a single entity, namely, the TSA. Should the TSA be
compromised or disappear sometime in the future, the whole
scheme breaks down completely. Moreover, this scheme is
computationally expensive, and we still have to deal with the
problem of tracking the various public keys used by the TSA
over time.

Another approach to time stamping, which will be used
as the basis for our scheme, makes use of linked (or chained)
hashing [7], which amounts to cryptographically chaining
objects together in a certain way such that a temporal order-
ing among the objects can be independently verified. In this
approach, there is no need for a fully trusted third party or
for tracking certificates over time. In an attempt to address
the problem of tracking public keys in a digital signature

scheme, the linked hashing technique was also suggested to
time stamp the public keys [10]. Our scheme directly applies
the linked hashing to target objects, thereby eliminating the
necessity of maintaining the public-key infrastructure.

In the next section, we will describe the linked hashing
technique as used in our approach and demonstrate its ability
to achieve our goals in a cost-effective way without depend-
ing on a fully trusted archive or a third party.

3 Our approach

As can be seen from the previous section, the previous integ-
rity checking schemes revolve around the following tech-
niques:

– Majority voting using replicated copies of the object or
their hashes.

– Computing and saving a digest (“fingerprint”) for each
object, using some well-known hash functions. The audit-
ing process consists of computing the digest from the
object and comparing it to the saved digest.

– Creating a digital signature of the object and saving it
“with the object.” The auditing process makes use of the
public key of either the archive or a third party depending
on the particular scheme used. Either way, the integrity
of the scheme requires a fully trusted third party and the
tracking of certificates over time.

We start by introducing the formal notion of a crypto-
graphic hash function. Such a function compresses an arbi-
trarily long bit-string into a fixed length bit-string, called the
hash value, such that the function is easy to compute but it
is computationally infeasible to determine an input string for
any given hash value. More formally, we would like our hash
function H to satisfy the following two properties.

– Preimage resistance (one-way property): Given any hash
value x , it is computationally infeasible to find any bit-
string m such that x = H(m).

– Weak collision resistance: Given any bit-string m, it is
computationally infeasible to determine a different bit-
string m′ such that H(m) = H(m′).

Another property that is sometimes a requirement of cryp-
tographic hash functions is given here.

– Collision resistance: It is computationally infeasible to
determine any two different strings m and m′ such that
H(m) = H(m′).

These assumptions are the basis for many well-known
cryptographic algorithms, including those used in public-key
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cryptography (see, for example, [13]). Unfortunately, none
of the available hash functions can be shown to satisfy these
properties. However, several are accepted by the community
as reasonably secure and are currently in widespread use.
As noted in Sect. 2, recent study has shown how to break
the schemes based on MD5 and SHA-1, but the actual threat
posed by such study is not clear and, moreover, there are
other schemes that remain intact. It is anticipated that stron-
ger algorithms will be developed over time and, hence, any
auditing strategy for long-term digital archives has to pro-
vide mechanisms to integrate the newer algorithms without
compromising the integrity of the objects that used earlier
algorithms.

3.1 Constructing integrity tokens and witness values

A starting point of our approach is a scheme that computes a
digest for each object and stores the corresponding digests in
a separate registry. A digest is typically the result of apply-
ing a one-way hash function on the object, but for our pur-
poses, we will not exclude other techniques for generating
digests especially for multimedia objects. As mentioned ear-
lier, a major problem with this scheme is how to ensure the
integrity of the digest registry over the long term, especially
because the registry grows linearly with the number of objects
ingested into the archive. Clearly “attaching” the digest to the
object does not solve this problem either.

One can address this problem by compressing all the
digests into a small number of hash values, which we will
call witness values, using collision-resistant, one-way hash
functions. For example, we can generate one witness value
per day, which cryptographically represents all the objects
processed during that day, and hence the total size of all the
witness values over a year is quite small (around 100 KB),
independent of the number of objects processed during the
year.

Given the small size of the witness values, they can be
saved on reliable read-only media such as newspapers or
archival quality optical media, and hence their integrity can
be assured under reasonable assumptions about caring for the
media and refreshing the content often as necessary. However
it will be extremely time-consuming to conduct regular audits
on a large scale archive using the witness values because
the auditing of a single object will require the retrieval of
the digests of all the objects processed during a day as well
as reading the corresponding witness value from a reliable
medium. We next show how to counter this problem in a cost
effective way.

In order to simplify the presentation, we consider the typi-
cal scenario where the generation of the cryptographic infor-
mation necessary for integrity auditing is placed at the end
of the ingestion process, just before an object is archived.
We organize the processing of objects into rounds, each of

which covers some time interval that is dynamically deter-
mined. The length of the time interval depends on the oper-
ation of the archive, and may correspond to a fixed duration
such as a minute or an hour, a number of objects between a
certain minimum and a certain maximum, or may correspond
to the time it takes to process a batch of objects according to
the archive’s schedule. During each round, digests of all the
objects being processed can be compressed using any num-
ber of schemes, including, for example, the trivial scheme of
hashing a concatenation of all the digests in a certain order.

A particular class of such schemes is based on the so-
called hash linking, which was introduced to ensure that the
relative temporal ordering of the objects processed during a
round is preserved and cannot be altered without changing the
final value. We will make use of the Merkle tree [14], which
is one of the most widely used hash linking schemes. More
specifically, the digests of all the objects being processed in
a round form the leaves of a balanced binary tree such that
the value stored at each internal node is the hash value of the
concatenated values at the children. A random digest value
may also be inserted into the tree at each level to ensure that
the number of nodes at each level is even (except for the
root). The value computed at the root of the tree is the round
hash value, which represents the compressed value of all the
digests (and objects) processed during the round. That is, a
change to any of the objects will result in a different round
hash value, and, moreover, it is computationally infeasible
to determine another set of objects (including reordering the
objects) that will yield the same round hash value.

We now define the proof of the digest of an object, rep-
resented in a leaf of the Merkle tree, as the sequence of the
hash values of the siblings of all the nodes on the unique path
from that leaf to the root.

Consider, for example, a round involving eight objects
with the digest values h1, h2, . . . , h8 (See Fig. 1 for the corre-
sponding tree). The values of the internal nodes are given by:

h12 = H(h1||h2) h34 = H(h3||h4)

h56 = H(h5||h6) h78 = H(h7||h8)

h1234 = H(h12||h34) h5678 = H(h56||h78)

rh = H(h1234||h5678)

The proof of the object whose digest value is h5 will be
the following sequence:

P R5 = 〈(h6, r), (h78, r), (h1234, l)〉,
where r designates right sibling and l left sibling.

In general,

P Ri = 〈(h j , r or l) | h j is the sibling of each node

on the unique path from hi to root〉
The proof is an essential part of the integrity token that

is generated for each object. In essence, the integrity token
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h1234 h5678

rh

h1 h2 h3 h4 h5 h6 h7 h8

h12 h34 h56 h78

Shaded values are the proof for h5

Fig. 1 Merkle tree

consists of the digest, the proof, and a time stamp of the
round. It also includes other information that will be needed
over the long term, which will be briefly described in the next
section.

Given the integrity token of an object, we can quickly
compute the round hash value by following the path
defined by the proof and performing the concatenation/hash
operations as appropriate. For example, with the above
P R5, the round hash value can be computed from rh =
H(h1234||((h5||h6)||h78)). Note that the length of such a path
is logarithmic in the number of objects processed during a
round and, hence, it is quite small relative to the number of
objects.

We reiterate the process by compressing the ordered set
of round hash values using one of the hash linking schemes
such as Merkle’s tree. The resulting value serves as a witness
value. The granularity of this process can be set dynamically
depending on the archive’s schedule. Here, we assume that
all the round hash values during a day are linked together
to generate a witness value. This process can of course be
repeated n times, making n-layers of hash linking trees.
In our prototype, we stopped at n = 2, since the result-
ing witness values were quite small (less than 100 KB a
year).

Once determined, the witness values are stored in
reliable read-only media. Our approach depends only on
the correctness of the witness values, which is a very
reasonable assumption given the total size of the witness
values. Based on this assumption, we can achieve the
following:

– Our scheme can detect an alteration to any digital object
in the archive, malicious or otherwise.

– There is a cost-effective procedure that can periodically
audit the contents of the archive to discover any alteration
on any object within a short time after the alteration was
made.

– Any party, independent of the archive, can audit any
object in the archive and assert its integrity based on the
witness values.

– No fully trusted third party is needed.

We will later describe our ACE (Auditing Control Envi-
ronment) system that accomplishes all the goals stated above.
We next show how our approach can be adapted to deal with
object transformations and updating the hash schemes used
by the archive.

3.2 Updating integrity information

There are two cases in which the integrity information must
be updated. The first case is when the archive decides to
substitute a stronger hash function for one of the hash func-
tions currently in use because of some recently discovered
potential threats. The second is when the archive decides to
apply certain transformations to some of the objects (because
of the possibility of a format becoming outdated, for exam-
ple). There is an existing solution to deal with renewing the
integrity information for the first case by re-registering each
related object with the old integrity token attached to it (see,
for example, [6]). Such a solution will ensure our ability
to verify the integrity of the object since its ingestion into
the archive as articulated in this earlier study. This process
increases the size of the integrity token, but has no impact on
the sizes of the other integrity components.

We now discuss how to renew the integrity information
in the case when the object is subjected to a transformation.
A possible solution would be to re-register the new object
by concatenating the hashes of the old and the new form of
the object and an identifier of the transformation, and use
the resulting string as if it were the hash of an object to be
registered. However, this scheme could be computationally
demanding and too complicated to be of practical use. We
assume that an archive has to preserve certain (sometimes all)
versions of an object which can form an authenticity chain
between the original version and the current version of the
object. The chain may consist of the current version and the
original version of the object. Since a transformation will
lead to a new version of the object, and, hence, a new object
with its own identifier (could be the old identifier concate-
nated with the version number), it will participate in a hashing
round to obtain its new cryptographic information using the
same method as before. However, in this case, we will include
the unique identifier of the previous version in the authentic-
ity chain in the integrity token. Note that the integrity of an
object should be verified before it is transformed into a new
format to ensure its authenticity at this time of its history.
The inclusion of the identifiers of previous versions in the
integrity tokens will enable us to go through the authenticity
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chain and establish the integrity of each version as well as
the validity of the corresponding transformation.

4 Putting the ideas together—the ACE tool

Making use of the ideas described in the previous section,
we presented in [18], an early implementation of the ACE
(Auditing Control Environment) prototype system. More
recently, we released Version 1.0 of ACE, which includes
some refinements to the earlier prototype. Here, we present
a brief overview of the ACE architecture, illustrate its audit-
ing processes, and report on its performance on a large scale
production environment.

4.1 ACE components

ACE consists of two major components: the first, called IMS
(Integrity Management System), is a third-party service pro-
vider that generates the integrity tokens upon request from
an archive. A single IMS can simultaneously serve multiple
archives, including multiple nodes of a distributed archive.
It also maintains the round hash values and generates the
witness values. In ACE, the integrity tokens contain sev-
eral pieces of information in addition to the proof and the
time stamp (for example, the ID of the hash algorithm used,
the version number of object, and last time the object was
audited). Also, ACE links consecutive round hash values
sequentially. The second major component is the Audit Man-
ager (AM), which is local to an archive and functions as a
bridging component between the IMS and the archive. In
particular, the AM sends requests to the IMS to generate the
integrity tokens for a number of objects, and once received,
the tokens are stored in a local registry. Figure 2 shows the
overall ACE architecture of the general case of a distributed
archive with dispersed nodes operating asynchronously.

4.2 ACE workflow

In this subsection, we discuss a typical workflow with ACE,
which includes two major operations: registration and audit-
ing described next.

4.2.1 Registration

For an object to be registered into ACE, the audit manager
creates a registration request and submits it to the IMS. When
the IMS issues an integrity token for the object, the audit man-
ager stores it locally in a special registry for the archive (local
node, if it is a distributed archive). In the meantime, the IMS
runs a continuous series of aggregation rounds. Each round
closes either when the round receives the maximum num-
ber of registration requests, or when the maximum amount

Archiving
Node

Archiving System Middleware

Archiving
Node

Integrity Management System
(IMS)

Audit Manger
(AM)

Audit Manger
(AM)

Fig. 2 ACE architecture

of time allocated for a round is reached, whichever comes
first. These parameters are assigned by the IMS administra-
tor. This round interval policy can be also overridden through
a special object registration request, which forces the current
round to immediately close and return an integrity token.
Object registration requests received during a round are
aggregated together along with a number of random val-
ues through the Merkel-tree hash-linking. The random
values are added as necessary to ensure a minimum
number of hash-linking participants in a round. The resulting
round hash value is managed internally within the IMS, and
an integrity token is issued to each AM who originally sent
a registration request.

At the end of each day, the IMS constructs a witness value
using the hash round values of the day, sends it to the partic-
ipating archives, and stores it in a reliable medium (the cur-
rent ACE implementation publishes witnesses to a Google
group, and stores the value on a CD-ROM). These witnesses
are cryptographically dependent on round hash values, which
are themselves cryptographically linked to the hashes of the
objects registered during that day.

4.2.2 The auditing process

ACE currently performs periodic auditing on the archive’s
objects following the policy set by the manager of the archive.
The policy can be set at an object or collection level. For
example, the policy for a certain collection could involve
auditing all the objects in the collection every three months,
while the policy set for another collection could be to audit
all the objects in that collection every six months. A default
policy will be set during registration time unless the archive
manager sets it differently. Moreover, the auditing process
can be invoked by the archive manager at any time on any
object.

123



S. Song, J. JaJa

Table 1 ACE performance
Collection No. of files Size (GB) Audit time

CDL 46,762 4,291 20 h 32 min

SIO-GDC 197,718 815 6 h 49 min

ICPSR 4,830,625 6,957 122 h 48 min

NC state 608,424 5,465 32 h 14 min

When applied to a specific object O , the auditing process
consists of the following steps:

1. The audit manager computes the hash value of O and
retrieves its integrity token.

2. Making use of the computed hash value of O and the
proof contained in the integrity token, the audit manager
computes the round hash value.

3. Making use of the round time stamp contained in the
integrity token, the audit manager requests the corre-
sponding round hash value from the IMS.

4. The audit manager successfully terminates the auditing
process if the computed hash value in Step 1 is equal to
the hash value stored in the integrity token, and the two
round hash values computed in Steps 2 and 3 are equal.
Otherwise, it sends an error alert to the archive manager.

It is clear that if the two hash values, as well as the two
round hash values, computed through the auditing process
are equal, then the object and the integrity token are intact
with a very high probability. A more elaborate process, which
will happen infrequently, will involve the witness values as
follows. The audit manager requests from the IMS the proof
for the round hash value. On receiving this request, the IMS
aggregates all the round hash values for the day to determine
the proof, and returns the proof to the audit manager. Mak-
ing use of the proof, the AM computes the corresponding
witness value of the day and compares it to the value stored
on the read-only media. This elaborate process will ensure
the trustworthiness of the IMS. A failure of this process will
automatically invalidate the object under the auditing pro-
cess.

We note that the same process can be applied by a party
independent of the archive to verify the integrity of an object.
The independent party will request the integrity token from
the archive, and then the round hash value and its proof from
the IMS. Making use of this information, she/he can quickly
compute the witness value of the day on which the object
was registered into ACE. She/he can then compare it with the
corresponding witness value stored in the read-only media.
Any alterations introduced by the archive or the IMS will be
detected with very high probability.

4.3 ACE preliminary performance evaluation

ACE Version 1.0 has been deployed against a variety of col-
lections managed by the Chronopolis archiving environment.
Chronopolis is a collaboration between the San Diego Super-
computer Center(SDSC)/UCSD Libraries, National Center
of Atmospheric Research (NCAR), and the University of
Maryland (UMD), which involves a distributed archiving
architecture with three geographic nodes at SDSC, NCAR,
and UMD. Chronopolis is currently managing substantial
collections from NDIIPP partners, including the Califor-
nia Digital Library (CDL) Web-at-Risk collection, the In-
terUniversity Consortium for Political and Social Research
(ICPSR) collection, and collections from the Scripps Institu-
tion of Oceanography–Geological Data Center (SIO–GDC),
and North Carolina Geospatial Data Archiving Project (NC
State). ACE has been operational during the past six months
within the Chronopolis environment. The current default
ACE auditing policy is to audit files at the University of
Maryland every 30 days. Table 1 illustrates the performance
of a single audit manager on the collections audited at UMD,
amounting to approximately 6 million files. A large fraction
of the time is spent on accessing the collections across the
network.

During the audit period on the CDL collection, a single
audit manager was able to run at the rate of about 60 MB
per second on average, almost fully utilizing the file transfer
bandwidth available. For the other collections, where there
were more small files, the audit speed was further limited by
the overhead accessing each file. For example, on the ICPSR
collection, the audit manager ran at the rate of 13 MB per sec-
ond, having to open up each of about 4.8 million files. These
results indicate that the actual time spent by an audit man-
ager to perform the core audit process is negligible. It is small
enough to be effectively hidden by the unavoidable overhead
for accessing the collections. We note that multiple audit
managers can be run concurrently on different collections to
increase the performance almost linearly as necessary.

5 Conclusion

In this article, we presented a new methodology to address
the integrity of long-term archives using rigorous crypto-
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graphic techniques. Our approach depends only on the use
of hash functions and linking schemes, and is independent
of an external infrastructure such as PKI. The computational
requirements of our approach are minimal and the overall
solution can be implemented on any archive architecture. We
built ACE as a complete prototype that executes this strategy
and showed its effectiveness on large collections in Chronop-
olis. More details about ACE can be found in [18].
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