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Abstract

Visualization interfaces designed for heterogeneous devices such as wall displays and mobile screens must be
responsive to varying display dimensions, resolution, and interaction capabilities. In this paper, we report on two
user studies of visual representations for large versus small displays. The goal of our experiments was to investigate
differences between a large vertical display and a mobile hand-held display in terms of the data comprehension and the
quality of resulting insights. To this end, we developed a visual interface with a coordinated multiple view layout for the
large display and two alternative designs of the same interface—a space-saving boundary visualization layout and an
overview layout—for the mobile condition. The first experiment was a controlled laboratory study designed to evaluate
the effect of display size on the perception of changes in a visual representation, and yielded significant correctness
differences even while completion time remained similar. The second evaluation was a qualitative study in a practical
setting and showed that participants were able to easily associate and work with the responsive visualizations. Based

on the results, we conclude the paper by providing new guidelines for screen-responsive visualization interfaces.
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Introduction

Visualization and visual analytics (VA) fields are increas-
ingly taking advantage of novel device technologies such
as multiple monitors 2, large displays,®* tabletops,”® and
mobile devices ™ to go beyond traditional personal comput-
ers with mouse and keyboard interaction.'®!'" This move-
ment towards smart environments'? facilitates more com-
plex and diverse sensemaking scenarios, where the analysts
can ubiquitously interact with data through more than one
device? and also efficiently collaborate with others during
the sensemaking process.'* However, a major challenge in
developing visualization systems for these environments is
the need for responsive visualization:"> visual representa-
tions that can adapt to the display size, ' similar to the idea of
responsive web design for creating websites that can fit any
display dimension. While there exist guidelines for designing
visualizations with space-efficient layouts such as horizon
graphs '® and stacked charts, '’ the impact on sensemaking of
using such representations on different displays—in terms of
comprehension and insight generation—is largely unknown.

In this paper, we investigate the effect of display
size on user comprehension and insight generation from
responsive visualizations. We focus on coordinated multiple
view (CMV) layouts'®!” of visualizations because they
offer a generic solution for dealing with multidimensional
datasets and are popularly used in commercial visualization
systems.”>?! To this end, we developed a visualization
system for interacting with large multidimensional datasets
on a large 55-inch multi-touch display. This system
consists of standard visual representations such as line
charts, bar charts, scatterplots, and parallel coordinates to
encode the data in the CMV layout. We also created two
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responsive versions of the system interface for small-screen
devices such as smartphones and tablets. These small-screen
interfaces overcome the lack of screen real estate for a
CMYV layout by (1) compressing the visualizations on the
boundaries of the CMV layout and expanding them on
demand (boundary visualization), and (2) adopting an
overview+detail layout where the overview is a thumbnail
version of the CMV layout and the detail is a visualization of
interest from the multiple views (overview visualization).

To answer our research question, we conducted two
complementary user studies using our visualization system
to compare analyst performance—data comprehension and
insight generation—on large vs. small (mobile) displays. Our
primary contributions include:

* Evaluation of Boundary vs. Overview: Results from
a controlled laboratory study comparing performance
using the compressed boundary and overview inter-
faces for animated changes inside the visual repre-
sentations. Our results show that visual changes on
the boundary visualization take less time (or fewer
replays) to interpret compared to the overview. The
boundary visualization interface on the small display
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Figure 1. Working with visualization systems on different displays. (A and B) Responsive visualization interfaces on a tablet and
smartphone in front of the large display interface. (C and D) Close up of the two responsive visualization interfaces used in our
studies—a overview+detail layout (C) and a compressed boundary visualization (D) interface.

also yields more accuracy than both the large display
(surprisingly) and the overview on a small display.

* Practical Usage: Results from a qualitative study on
the use of the three visualization methods (one large
display and two small display interfaces) in a practical
setting where the participants use them to verify
complex insights about multidimensional data. We
found that the space-efficient boundary representations
reduced the number of interactions performed by the
users compared to the overview representation without
compromising accuracy.

* Design Guidelines: Practical guidelines for designing
responsive visualizations, i.e. visual representations
that scale to any display size, and responsive visual
interfaces, that were derived from our findings from
the two studies.

Background

Relevant to the idea of responsiveness, we first cover the
research on scalable and space-efficient visualizations. We
also discuss plastic user interfaces and visualization systems
that go beyond a desktop to support devices of different
display characteristics.

Space-Efficient Visualization

Increasing the amount of data that can be perceived
from a visual representation is of crucial importance
when dealing with large datasets. Much visualization
research leverages space-efficient techniques based on space-
filling (cf. treemaps*> and sunburst diagrams?*) or layout-
optimized (cf. horizon charts >*) visual encodings to visualize
different forms of data. These techniques target a compact
layout or representation that may trade readability of some
data (at the cost of interaction) to increase the amount
of information encoded within the display. For example,
treemaps??> encode hierarchical information structures by
partitioning a given display space into rectangles.
Space-filling versions also exist for traditional visual
representations. Keim et al.”> extended bar charts to a space-
filling representation, pixel bar charts, in which each pixel is
used to represent detailed information about the data. Hao et
al.” introduced pixel matrix displays to generalize the idea
of capturing information at each pixel in a visualization. >’
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Heer et al.'® investigated the advantages of using

horizon graphs that are created by dividing and layering
filled line charts, for time-series data. They found the
layering approach of this space-efficient representation to
be beneficial over line charts as display space decreases.
Finally, other space-efficient encodings for line charts to
increase the number of attributes captured by a single
view—such as stacked area charts as well as composite
visualizations >®*—can also effectively scale visualizations to
display characteristics.

Beyond designing space-efficient visual encodings, the
challenges of limited display space for a visualization
interface can be mitigated through interaction such as
zoom and pan or distortion (cf. Mélange”’). However,
zooming and panning causes loss of overview and distortion
techniques®’ only work well for continuous visual spaces—
not for a dashboard with multiple views. Alternatively,
additional viewports can also be created: one for overview
and one for detail to fit multiple views to smaller displays.*"
Overview+detail layouts are popular for efficiently utilizing
a limited display space, and are shown to be more efficient
than pan and zoom.>' In geospatial visualization, offscreen
representations *>**> have also been explored to tackle the
problem of showing a large visual space in a small screen
real estate.

Plastic Interfaces and Responsive Visualization

The challenge of developing interactive systems that run on
any physical device with varying display size and input was
identified more than a decade ago. Thevenin and Coutaz
formalized the idea of plastic user interfaces®* that can
adapt to a target device modality by means of adapting the
rendering techniques and behavior of the system. Calvary et
al.® created a reference framework for interfaces supporting
multiple targets. To actually develop interfaces that can adapt
to any device, it is important to understand the tradeoffs of
using varying device modalities.

Tan et al.*® studied a large projection display against a
desktop monitor to quantify its benefits to an individual
user. When using them at the same visual angle, the
authors found that the users performed better on spatial
orientation tasks on the large display, as it provided a
greater sense of presence. Liu et al.?’ compared physical
navigation on a ultra-high-resolution wall display against
virtual navigation on a desktop for a data classification task
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(where items on the screen are organized into containers).
They found that the wall display was more effective
for such tasks with higher difficulty levels. Jakobsen
and Hornbzk?® studied the relation between display size
and usability of visualizations. However, they did not
find any significant benefit in using a large display for
their scenarios. They focused on geographical maps and
associated tasks in using them, and compared three different
techniques (overview-+detail, focus+context, and zooming)
on three display sizes. These works implicitly offer important
guidelines towards designing experiments that compare
devices of different modalities.

While the term “responsive visualization” is relatively
new, the idea of adapting visualizations to displays has
existed for a long time. Yost et al.*” explored physically
adaptive visualizations for taking advantage of the human
perceptual abilities by say using light colors that blend
with the background and can only be seen when close to
a display. This form of responsiveness based on spatial
attributes of the user was also explored by Isenberg et
al.*. To apply this practice to the physical attributes of the
devices, Leclaire and Tabard !’ created a web framework
for responsive visualization called R3S.js. Badam et al.*’
explored the idea of plastic visual representation when
transferring visualizations from a large to small display in
multi-device environments by manipulating the visualization
pipeline. In this paper, we focus on developing not just
responsive visualizations but also visualization interfaces
that are holistically responsive in nature.

Most recently, Hoffswell et al.*! studied responsive visu-
alization by reviewing 231 responsive news visualizations
and interviewing five journalists about designing such visu-
alizations. They use these findings to derive four design
guidelines and implement them in a new responsive visu-
alization design system that facilitates flexible, cross-device
design workflows. In contrast, while we propose a novel
design framework, our work makes no technical contribution
beyond our user testbed, and our evaluation is more quan-
titative in nature. Furthermore, our focus is more on large
displays, whereas Hoffswell et al. is geared more towards
mobile and personal displays.

Visualization Beyond Desktop Displays

Large displays have received much attention in recent
times. They can support thinking by the added space'
and also support collaboration between analysts. To take
advantage of the physical space in front of the large
displays, recent works*>* proposed utilizing position,
orientation, movement, distance, and identity of the
users to interact with visualizations. Beyond this, cross-
device visualization frameworks’ for connecting large
displays with portable devices have also been presented
to support advanced collaboration scenarios. Langner et
al.” investigated how multiple small-screen personal devices
(tablets and smartphones) can be combined for visual
exploration. Chen** supported visualization of large time
series on a smartwatch through aggregated statistics placed
on the borders along with a detail visualization in the
center. Horak et al.* explored the combination of a large
display and a smartwatch for visual data exploration and
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found benefits of this setup compared to a large display-only
environment.

Among recent research on using large high-resolution
displays for sensemaking, Reda et al.*° studied two display
modalities—a wall-sized display and a high resolution
cylindrical display environment. They found that increasing
the display size and resolution can improve insight quality
and breadth.

Evaluation Overview

The related work highlights techniques to create visualiza-
tions and visual interfaces that convey data in a limited screen
space. Based on this, there are two main ways to achieve
responsiveness to a given screen for a visualization interface:

* Space-efficient visual encoding: to compactly convey
given data by packing the visualization with as much
information as possible (cf. horizon charts ' or pixel
bar charts>).

* Space-efficient interface layout: using multi-scale
viewports—overview-detail *’—or multi-focus tech-
niques to place a complex interface in a small screen
viewport.

In fact, time-series visualization interfaces developed by
Chen** for smartwatches showcase these two methods in
action—through border and overview-detail interfaces—to
achieve responsiveness to very small displays.

We were interested in evaluating such responsive inter-
faces to understand their affordances in visual sensemaking.
For this purpose, we considered a standard visualization
interface for a large display and defined two small screen
versions based on the above techniques. The large display
interface represents a classical visualization interface for
multidimensional data, with multiple visualizations coor-
dinated through user interaction (CMV '®) to support data
exploration. Inspired by Chen,*" we developed a boundary
visualization interface for a small screen that compresses the
visualizations on the boundary of the classical interface to fit
to a smaller screen (using space-efficient visual encodings).
We also created a overview visualization interface that uses
a bird’s-eye view to show the entire interface with a detail
representation to show the current visualization of interest
(a space-efficient overview-+detail layout). We evaluated
the differences between the two responsive visualization
interfaces on a small screen (Figure 1), compared to the
original interface on a large display as baseline, in terms
of data comprehension and insight generation through two
user studies (motivated by the InfoVis evaluation pattern of
complementary studies): **

1. Controlled study: First, a controlled study of
differences between boundary and overview interfaces
compared to the classical, in terms of quantitative
measures—time and accuracy—for comprehending
data in coordinated multiple views.

2. Study of practical use: The second evaluation was
a qualitative study of the differences in a practical
setting where insights needed to developed through
interaction with the interfaces.
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For the controlled study, the type of visualizations and
complexity of the interface is controlled to extract reasonable
findings from the quantitative measures. For the study on
practical use, the visualization interfaces on both large and
small displays were more supportive of open-ended visual
exploration of the dataset through interaction.

In other words, the studies are complementary because
Study 1 isolates low-level tasks in an internally valid and
highly controlled study focused on quantitative metrics,
whereas Study 2 engages participants in a more high-level
and open-ended qualitative study. We then combine our
findings in the Discussion section at the end of this paper.

User Study: Comprehension from CMV

This elaborate design space can be explored to design
techniques for responsiveness by choosing alternative
layouts, encodings, and content in visual interfaces based
on the display characteristics. In fact, previous work on
time-series visualization interfaces** showcases techniques
grounded in this design space to adapt to a smartwatch,
including: (1) border visualizations utilizing encodings that
fit the visualizations into the border of the small display
(adapting visual mapping), and (2) overview-detail layout
that shows the entire interface in a small bird’s-eye view with
specific content of interest as a detail view (adapting layout).

We were interested in evaluating such responsive inter-
faces to understand their affordances in visual sensemaking.
Therefore, the focus of this user study was to observe
quantitative differences in time and accuracy between a clas-
sical visualization interface and two small-screen versions—
boundary and overview interfaces.

Dataset and Interfaces

We chose to study three interfaces: (1) a classical
visualization interface (CV) showing a multidimensional
dataset, (2) a boundary visualization interface (BV)
developed for a small screen where the boundary views
of the classical interface are compressed, and (3) an
overview interface (OV) for a small screen that uses
an overview-detail layout. Figure 2 shows these three
interfaces applied to a motion pictures (movies) dataset
for this study. The movies dataset contains 3,201 movie
records with 15 variables including information such as gross
earnings, budget, genre, IMDB rating, Rotten Tomato rating,
and date of release. We picked this dataset as it may be
accessible and familiar to a general audience due to its real-
world interest.

CV Classical Interface (Large Display): The classical
visualization interface consists of a CMV layout with
five visualizations of a movies dataset. The center
visualization is a scatterplot of movies organized by
their budget (x-axis) and gross (y-axis), and colored
based on their ratings. The visualization surrounding
the center (focus) contain statistical information about
these variables (average budget and gross) over
the years and for different genres visualized with
line charts (filled) and bar charts respectively. All
visualizations take equal screen space. This interface
represents a typical multi-view visual dashboard.
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BV Boundary Interface (Small Display): The boundary
visualization interface is created for a small display by
compressing the peripheral views in the CMV layout
using space-efficient visual encodings. The center
scatterplot visualization takes most of the space (80%).
The rest of the screen is equally divided among the
four surrounding visualizations of average budget and
gross. The area chart turns into a horizon chart with
three layers (cf. guidelines on sizing the horizon'®)
and the barchart adapts into a space-filling version
with color intensity to capture value instead of bar size
(cf. border views**).

OV Overview Interface (Small Display): The overview
visualization interface is developed wusing an
overview+detail layout on the classical interface.
An overview+detail layout helps show multiple scales
of information on a given limited display space. In
this case, it shows the entire classical interface as an
overview by making the viewport smaller, with the
detail view showing a particular visualization.

Participants

We recruited 13 paid participants (5 female, 8 male) from the
general student population of our university. The participants
were between 18 and 45 years of age. All participants
self-reported as proficient computer users. Furthermore, 8
participants had previously used visualization as a means
of data analysis; however, it was mostly limited to charting
in Excel, MATLAB, Mathematica, R, and SPSS. Only
two participants had experience working with interactive
visualization tools such as NodeXL, Gephi, and Tableau.

Apparatus (Devices)

The participants used a 55-inch display—Microsoft Percep-
tive Pixel—as the large display, and a 8.9-inch Google Nexus
Tablet as the small display. The large display has a resolution
of 1920 x 1080 pixels, while the tablet is 2048 x 1536 pixels
(but with an effective CSS resolution of 1024 x 768 pixels).
The interfaces were developed using web technologies—
HTML, CSS, and JS—and the D3 framework (https:
//d373s.org/).

Tasks

To measure the low-level costs of responsiveness through
boundary and overview transformations in visual sensemak-
ing, we chose to study typical visual analysis tasks such as
value and trend identification, and comparison. The major
feature of a CMV interface is the coordination across
views: user interaction on one visualization leading to visual
changes in others. Therefore, it is an important aspect whose
efficiency should be preserved across interfaces as they are
made responsive to smaller screens. For this purpose, we cre-
ated tasks for the controlled study in which the participants
had to verify statements about the data values and trends in
the visualizations in each interface.

We chose to simulate data selections on a focus view to see
changes on the surrounding context of the CMV layout. The
animations used to convey the changes in the CMV interfaces
had a one-second duration (suggested by Robertson et al.*").
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(a) Classical Visualization Interface
(used on a large display)

(b) Boundary Visualization Interface
(used on a small display)

(c) Overview Visualization Interface
(used on a small display)

Figure 2. (Left to right) Classical, boundary, and overview visualization interfaces used in the controlled study with the movies
dataset. Boundary and overview interfaces are developed for a small screen (a tablet).

The animations were also staged—the axes transitioned first
followed by changes to the visual elements (or marks) in
the visualizations. Here, marks correspond to rectangles in
the bar chart, circles in the scatterplot, and areas in the
filled line chart and the horizon chart. Staged animations are
recommended by past research.’® The statements provided
to the participants are of two types: (1) perceiving changes
in values in a chart in the interface (whether they increased
or decreased over the animation created through simulated
selections), and (2) perceiving retainment or reversal of a
trend in a chart (whether the trend stayed the same or
reversed at some location).

To come up with the statements, we created a list of
observations with a goal of answering high-level questions
about the data such as “how are the top rated movies different
than others?,” “are directors good at only specific genres?,”
and “are there differences in the typical gross from genres
over time?” After this, we extracted the selection interactions
that led to these observations, to simulate them in the actual
experiment. The observations from answering the high-level
questions were modified to create the statements for the study
that can be either true or false. These statements were tested
in two pilot studies with (1) a visualization expert to verify
the correctness and complexity of the observations behind
the statements, and (2) a novice student to verify if the
statements are comprehensible. The statements were revised
based on their feedback.

For controlling the study, statements had similar
complexity—requiring the user to look at animated visual
changes for two or more items within a visualization.
Examples statements used in the participant tasks include,

1. The average budget values for thriller/suspense and
musical genres are higher than default.

2. The average gross for 1972 and 2009 are lower than
default.

3. The trend in average budget values between 2000 and
2008 is similar to default.

4. The trend in average gross values for Romantic
Comedy and Horror genres is opposite to default.

Here, “default” refers to the state of the dataset before
animation, and “trend” refers to the change trajectory. Note
that these definitions were explained to the participants and
verified during training.

Prepared using sagej.cls

Experiment Design and Procedure

We used a within-subjects design with the participants using
all visual interfaces to verify statements about the data.
Each interface was assigned a random set of statements, and
the interface order was counterbalanced. This ensured that
there was no effect of statement and interface order. There
were eight statements (task repetitions) for each interface:
four about time (line charts) and four about genres (bar
charts). The statement type (S)—value comparison or trend
comparison—and the data type (D)—about time (line chart)
or genre (bar)—are also factors in our experiment.

Each study session started with the participant reading
and signing a consent form, as well as completing a
demographic survey. Following this, they went through a
training procedure on an assigned interface, including how
to interpret the line charts, bar charts, and the statements.
Their accuracy was tested during the training to make sure
they understand the statements and the interface. Each task
required participants to, (1) understand a statement and
identify which visualization to look at, (2) click a play button
to simulate an interaction leading to animated changes in the
visualizations (after a 3-sec countdown), and (3) determine
if the statement is true or not and submit the answer.
The animations were shown after a 3-sec countdown to
ensure attention from the participants. They were also asked
to verbally explain their reasoning for the answers before
moving on to the next task. The participants were allowed
to replay the simulated interactions for each statement any
number of times. Following this, they click a next button
to move to the next statement. Following the tasks on one
interface, they completed a Likert-scale survey rating the
efficiency, ease of use, and enjoyability of the interface.
They then moved on to other conditions to follow the same
process. Each session lasted for 50 minutes or less.

Measures

We recorded the accuracy of each participant’s assessments
(true/false) as well as the number of interaction replays
performed to reach the assessment. We also recorded the time
taken for completing each task.

Hypothesis

Based on our design, we formulate the following hypothesis:
H1 The classical visualization interface will be more
accurate than boundary and overview visualization
interfaces as the large display contains more visual
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space, which can help track the visual changes in
charts.

H2 Classical interface will be faster than boundary and
overview interfaces for the same reason as above.

H3 Boundary will be faster and more accurate than
overview as it uses the display space more efficiently
with space-efficient encodings.

Analysis and Results.

Here, we discuss accuracy/correctness and completion time
(through number of replays and time taken) for the tasks by
reporting on the results from statistical analyses. Figure 3
visualizes these results by calculating point estimates and
95% confidence intervals (CI) based on 1,000 percentile
bootstrap replicates. Considering recent concerns with null-
hypotheses testing”' and APA recommendations > regarding
p-value statistics, our analysis combines the best of both
worlds by reporting p-values as well as confidence intervals
from bootstrapping (see Figure 3).

Accuracy. Table 1 summarizes the main effects and
interactions on accuracy using logistic regression (all
assumptions valid).

Table 1. Effects of factors on accuracy (logistic regression).

Tasks Factors df, den F P
All  Display Interface (I) 2,293.6 4.71 .009%**

Data Type (D) 1,288.5 .09 .76

Statement Type (S) 1,299.3 1.67 .19

I[*D 2,290.6 .51 .59

I*S 2,2954 1.05 .35

D*S 1,289.1 1.39 23

I[*D*S 2,297.8 .53 58

F=p < 0.05, " =p < 0.0L

Post-hoc analysis with Tukey HSD revealed significant
differences between boundary visualization and overview
visualization interfaces (p = .009), and the classical inter-
face and boundary visualization on tablet (p = .017). Bound-
ary visualization interface (total correct answers = 91/104)
on the tablet was more accurate than the overview interface
(total correct answers = 74/104) and the classical interface
(total correct answers = 76/104). Figure 3-left showcases
these effects with the Boundary interface outperforming
the classical and overview interfaces—with the effect being
stronger between Overview and Boundary. There were no
significant differences between the classical and overview
interfaces. This rejects our first hypothesis (H1 rejected)
since boundary visualization interface was significantly more
accurate.

Number of Replays. As described above, time measurement
is influenced by the time taken to interpret the statement in
each task rather than just comprehension of the visualization
and animation. In fact, the participants took similar amount
of time to answer the statements in each condition as
seen Figure 3-right. We therefore focus on the number
of interaction replays (an integer) and analyzed it using a
generalized linear regression model (reported in detail in
Table 2). Results from an RM-ANOVA analysis were similar.
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Table 2. Effects of factors on replays (gen. linear regression).

Tasks Factors df, den F p
All  Display Interface (I) 2,24 350 .046%

Data Type (D) 1,12 .04 84

Statement Type (S) 1,12 .00 .97

1*D 2,24 14 .86

I*S 2,24 35 .70

D*S 1,12 26 .6l

[*D*S 2,24 227 12

F=p < 0.05, % =p < 0.0L

Post-hoc analysis with Tukey HSD revealed significant
differences between boundary and overview visualization
interfaces (p = .038). There were no significant differences
for the other two combinations. Overall, boundary visualiza-
tion interface (mean = 1.39, s.d. = 0.86) had significantly
less interaction replays than overview visualization interface
(mean = 1.68, s.d. = 0.95). This can also be confirmed from
Figure 3-middle where the size of non-overlapping region
between Boundary and Overview interfaces is more than
80% of the bands (showcasing a large effect)>?).

Based on this, our second hypothesis is rejected (H2
rejected). However, the third hypothesis is confirmed since
boundary visualization (BV) was faster based on interaction
replays and more accurate than overview visualization on
tablet (H3 confirmed).

Subjective Preferences

After each session, the participants rated the techniques on
three interfaces: efficiency, ease of use, and enjoyability, on
a Likert scale ranging from 1 (e.g., strongly disagree) to 5
(e.g., strongly agree). Figure 4 showcases the differences
between the three conditions as perceived by the participants.
Across all the scales, both classical and boundary interface
are perceived to be better than the overview interface. This
especially reflects in the number of participants strongly
disagreeing on all three scales for the Overview condition on
the tablet device. On the other hand, the differences between
classical and boundary interfaces are little. Therefore, to
better explain our results, we report the participant feedback
in the following section.

An ANOVA conducted for each of these scales showed
that that the effect of interface was significant for all three at
the .05 level. Post-hoc analyses revealed that, (1) boundary
(mean = 4.076, s.d. = 0.759) was more efficient (p = .043)
than the overview interface (mean = 3.23, s.d. = 1.363), (2)
classical interface (mean = 4.153, s.d. = 1.068) was easier
(p = .011) to use than overview interface (mean = 2.923, s.d.
= 1.255), and (3) classical interface (mean = 4.076, s.d. =
1.037) was more enjoyable (p = .029) than overview (mean
=3.153, s.d. = 1.405).

Participant Feedback

The differences in performance can be explained through
participant comments during the tasks as well as their
preferences.

The boundary interface was better than classical (for
some). Participants (8/13) expressed that the boundary
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Fraction of accurate answers (Accuracy) Number of replays Time taken for each task (seconds)
Large Display Classical Interface)] ~ ———e————— Classical Interface —_——— Classical Interface
Boundary Interface Boundary Interface. ————e———— Boundary Interface _—
Tablet ) )
Overview Interface%. —————es——— Overview Interface ————e———  OverviewInterface @——— ¢ —
0.60 070 0.80 0.90 1213 14 15 16 17 18 19 36 40 44 48

Figure 3. (Left to right) Point estimates and 95% confidence intervals based on 1,000 bootstrap replicates for the measures from
the user study. As observed, the boundary visualization interface (in blue) on the tablet outperformed other interfaces in terms of
accuracy and number of replays (fewer in Boundary). However, the effect is smaller for the latter measure and absent for the time

measure.
mStrongly disagree  “Disagree Neutral Agree  mStrongly agree
-60 -40 -20 20 40 60 80 100

Classical Interface 13 |
Efficient?  Boundary Interface '3 |

Overview Interface (3 | (1]

Classical Interface 6 |
Easy to use? Boundary Interface (4 ]

Overview Interface [3 |

Classical Interface 6 |
Enjoyable?  Boundary Interface '3 |

Overview Interface E 2 |

Figure 4. Likert scale ratings provided by the participants for
efficiency, ease of use, and enjoyability of the three conditions.

interface suited the form factor of the small display used
in this user study. This is mainly for reasons, (1) the
space-efficient encodings, although require some training,
convey information effectively in the small space, and (2)
the convenience of sitting and viewing the tablet device
from a reasonable viewing distance (compared to the large
display). Participants (4/13) commented that the classical
interface on the large display required them to track a larger
physical space on the screen to verify the statements in
the tasks. This could have also contributed lower accuracy
on the classical interface compared to the boundary (BV),
which is a surprising result. For instance, P3 commented,
“it is hard to look for the information that I want [on
the classical interface] on large display. On boundary
interface it is much easier to locate” Boundary interface
was also seen to be more suited to the small screen than
the overview interface. PS5 said “the visualizations on the
boundary are much easier to follow than the overview.”
In the post questionnaire, majority of the participants
(12/13) therefore preferred boundary transformation—i.e.,
adapting the visual encodings to be more space efficient to
achieve responsiveness—compared to the Overview. This is
irrespective of the visualization (line or bar chart), and this
aspect also reflects in the lack of an effect of the visualization
type in our results. Four participants preferred the boundary
interface on the tablet over the classical interface on the large
display, citing the efficient nature of the boundary interface
on a familiar personal device that they use everyday.

The overview interface was familiar, but not effective.
Participants felt that the overview interface provided a more
familiar set of visualizations, since some of them (7/13) were
not familiar with horizon charts. However, the added cost
in tracking changes closely in a small overview overcame
the convenience of reading familiar visual representations
(line and bar charts). Five participants explicitly cited the
small size of the overview visualization for giving it a poor
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rating on all scales. Therefore, overview transformation—
a transformation of the layout of the interface to achieve
responsiveness without changing the visual encodings—is
not ideal when it comes to low-level sensemaking tasks.

Qualitative Evaluation: Practical Usage

The focus of the controlled study was on observation
of controlled visual changes in a visualization interface.
However, the controlled study was focused on low-level tasks
in a specific setting. To explore these phenomena in a more
ecologically valid setting, we also conducted a study for a
more open-ended use of the interfaces where participants
were asked to complete high-level tasks. This would yield
more organic and realistic usage of our techniques. Since our
focus here is more on understanding rather than comparative
performance, we opted to make this a qualitative study.

Dataset and Interfaces

Just like Study 1, the qualitative evaluation also involved
three interfaces (Figure 5). To expand the scope of visual
exploration, we used an airline flights dataset for this study.
This dataset contains information of passengers, seats, and
flights between cities in the US from 1990 to 2009, as well
as population and distance between cities.*

CV Classical Interface: This interface consists of a
dashboard-style CMV layout to view the attributes
in the Flights dataset using multiple views: (1) the
aggregated attribute values (e.g., total number of
flights) by cities through bar charts on the corners, (2)
temporal statistics (e.g., passengers over years) using
filled line charts on top and bottom, and (3) all cities
in United States on a geographical map at the center
of the interface with links between them signifying
flight connections. The interface supports touch-based
querying of the visualizations (Figure 6) including
object selection by tap on bar charts, range selection
through drag and drop on line charts and parallel
coordinates>*, and freeform shapes on the scatterplots
and maps. Upon interaction, the system retrieves the
selected data and updates the rest of the views.

BV Boundary Interface: In this interface, the views on
the boundary of the classical interface are transformed
to be space-efficient: (1) space-filling rectangles with
color saturation capturing value instead of bar chart,
(2) using horizon charts instead of line charts, and

*Flights dataset: http://www.transtats.bts.gov/
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Figure 5. (Left) Classical interface with multiple coordinated views for a Flights dataset. (Right) Responsive versions of the
classical interface interface developed for small displays—the boundary visualization interface (BV) expands a focus visualization
by compressing the views on the boundaries and the overview visualization interface (OV) creates a overview+-detail layout to work
with the multiple views. The focus (or detail) visualization can be changed by tapping a view on the boundary or the overview map.
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Figure 6. (Left to right) Touch interactions for selection on different visualizations to support visual exploration.

(3) folding parallel coordinates into arc diagrams (all
dimensions are aligned). The boundary visualization
interface follows these transformations and can be
seen in Figure 5. From an interaction perspective,
the main view in the center can now be changed by
clicking on one of the boundaries to open an expanded
visualization (focus switching), such as transitioning
between a line chart and a horizon chart (Figure 7).
OV Overview Interface: Similar to the controlled study,
this interface was designed for a small display and uses
an overview—+detail layout to explore multiple views.
The items in the overview can be selected to switch the
detail view (focus switching).

Participants

We recruited eight paid graduate students (2 female, 6
male) experienced in visual data analysis from HCI and
related labs in our university. Their experience corresponds
to: (1) reporting results in their research papers, (2) data
analysis as part of their graduate research, or (3) developing
visualization tools.

Method and Tasks

We wanted participants to interactively explore different
parts of the dataset. More specifically, we wanted them to
drill down by more than one dataset attribute to explore the
data. This can provide an understanding of the complexity
of observations during visual sensemaking made with these
interfaces. Our definition of observation complexity is the
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Figure 7. (Left) To interact with a visualization on the boundary
(or in the overview) interface on a small display, the users
change the focus by tapping the boundary view (or the
overview). (Right) Then they can perform the interactions listed
in Figure 6.

corresponding number of attributes interacted with (cf. Reda
et al.*%).

To guide the participants’ visual exploration process,
we provided them with a list of statements of three
complexity levels (in contrast to the controlled study where
the statements had the same complexity). Examples of these
statements include:

e Level 1: 2008 recorded the highest number of
passengers from cities on the West Coast of the United
States.

* Level 2: Since 2006, San Francisco had more flights
serving long distances (> 2500 miles) than New York.

¢ Level 3: Among East Coast cities, New York had the
most number of short distance flights (< 1000 miles)
during 2001-2003.
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While we asked participants to collect insights regarding
these statements throughout the study, we were less
interested in the veracity of their responses (some of the
statements had no single correct answer) and more concerned
with their workflows using the interfaces. Think-aloud
utterances, which included insights collected in response to
the above statements, were recorded for later analysis.

Procedure

The procedure for this study was similar to the controlled
study. The participants trained on an assigned interface by
completing a tutorial, experimenting with the interactions,
and verifying the sample statements. Following this they
did six tasks on the assigned interface (two for each
statement level). They then went through other conditions
following the same procedure. They were asked to think
aloud while interacting with the interfaces and verifying
the statements. Their interactions were recorded and they
were requested to provide feedback on their experience with
the interfaces after the session. For boundary and overview
interfaces, participants used a 5.7 inch Samsung Galaxy Note
4 smartphone with a 2560 x 1440 pixel resolution. The order
of the interfaces was counterbalanced across participants.
Each session lasted for about 60 minutes.

Observations

We analyzed the participant interactions, their think-
aloud utterances, their collected insights, and their general
feedback using informal single-pass thematic analysis.
Below we report on the main themes in this data.

The overview interface required more interactions for
similar outcomes. We observed differences in number of
focus switches between the two small screen interfaces
(Table 3). Fewer focus switches were observed for the
boundary interface than the overview interface. This means
that the participants directly interpreted the boundary
visualizations to develop insights rather than expanding the
views (e.g., Figure 7). In an ideal scenario, the number of
focus switches on the small display interfaces should be
the same as the complexity level of the observation being
made (i.e., number of selections required). However, all
participants found it hard to recall the location of their
desired visualization on the overview interface. This led to
more interactions to develop insights of similar complexity
on Overview. In case of Boundary, only two participants
(P3 and P6) switched the focus multiple times to figure
the visualization they want, instead of reading the labels.
All participants (except P7) felt that boundary visualization
interface reduced the interactions compared to overview.
Participant P5 expressed the reason as, “Being able to read
[the space-efficient encodings] and determine responses
from the boundary tiles was a strong benefit.”

Table 3. Number of focus switches on small display interfaces.

| Boundary | Overview

Level | mean | s.d. | mean | s.d.
1 1.1 0.3 2.4 2.8
2 2.3 0.8 3.8 1.9
3 3.2 1.0 6.5 3.5
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Large display required additional physical effort (for
some participants). When developing observations that
require more than one interaction (with more than one view
in the interface), participants (5/8) felt the large display
interface required them to focus their attention on a large
screen space in their field of view to track changes when
interacting with a view. Some (4/8) would even physically
navigate in front of the display naturally when interacting
with the classical interface. This gave them a feeling that
they needed to perform more physical effort to achieve
the same results and many participants commented on this
aspect. Note that we did not control the distance of the
participant from the large display, it was up to them to find a
comfortable location. Participant P3 (used large display after
other devices), for instance, mentioned that, “standing close
to the large display to touch a visualization and moving to
reach other views makes me work more than sitting in front
of a table to use the boundary tool [on the smartphone].”

Space-efficient encodings did not compromise insights.
Overall, the boundary representations in BV created through
space-efficient encodings did not deter the participants
from developing insights. Even though the participants
performed fewer focus switches on the boundary interface,
they still answered the tasks requiring more interactions
with similar accuracy levels compared to overview interface
on smartphone and the classical interface on the large
display. Three participants performed worse on the overview
interface, while the accuracy levels in the observations
remained similar across the three interfaces for other
participants. Mistakes made by these three participants
were due to interpreting the wrong chart or failing to
interact on the right attributes. Few participants (3/8) felt
discomfort reading the space-efficient versions of the parallel
coordinates (i.e., arc diagrams) when there are more than
three coordinates in the diagram. However, this was not
strongly reflected in the accuracy of their observations.

Discussion

In this section, we describe the rationale behind our study
along with the limitations. We also present guidelines to
explore the space of responsiveness in visual interfaces.

Study Design Rationale

Our study required making several design decisions since
this was our first step in solidifying the space of
responsiveness. We formulated the design rationale by
considering the past research on perception and visualization
design.'®!7** Here we discuss these rationale in detail.

* Display sizes: We used the 55-inch device as a large
display due to its natural ability to show multiple
views effectively, whereas the tablet acts as a small
screen. These device types are also common in modern
sensemaking processes. !

e Focus on specific transformations: We focus on two
transformations—boundary and overview—to achieve
responsiveness. This is because they characterize
two popular methods (cf. Chen**) to maintain space
efficiency in a visualization, by compressing the visual
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encodings (boundary visualization) or by adapting the
interface to have multiple viewports.

e Labels, axes, and animations on visualizations: We
chose to show the labels and axes on each visual
representation, since we believe that it is fair to
assume that axis and labels would be present in
a responsive visualization on any device and they
would also be scaled appropriately to the display. The
animations caused by the user interactions in the CMV
interface had a one-second duration, during which
visual elements transitioned in a cascading/staged
fashion—first axes and then the visual marks. Staged
transitions are recommended by past research on data
animations from Heer and Robertson. >

* Classical interface on the small display: Scaling down
the classical interface to the small display is not
naturally responsive as it has severe limitations based
on the small display and number of visualizations.
But we still considered this condition in our pilot for
the controlled study. We conducted two pilot studies
with a visualization expert and a novice student to
test the three conditions, along with the classical
dashboard interface on the small screen. However, we
found that the latter created issues for the participants
when interpreting the features in the visualizations.
Therefore, we did not include that condition.

* Replays: The controlled experiment (Study 1) pro-
vided the ability to replay the animated changes mul-
tiple times. Participants therefore replayed the ani-
mations to provide their best answers (see Figure 3
for number of replays). This choice ensures that the
accuracy measured from the experiment translates to
practical settings, where users could choose to repeat
their interactions to better understand the data. How-
ever, this choice can impact the measurement of task
time as individual participant confidence levels and
preferences can influence the number of replays. We
used best practices from past research to design the
animations and reduce this effect.*>>"

Limitations and Future Work

Our evaluation is just an initial step towards responsive
visualization. For one thing, our work focuses solely on
coordinated multiple view (CMV) layouts consisting of
many smaller views. It could be argued that a high-resolution
large display would be best suited for a single, highly-
detailed visual representation that supports both digital as
well as physical navigation (i.e., walking around the display).
We chose to disregard such singleton visual representations,
but this could be studied in future works.

Another limitation of our study is the use of specific
responsive mappings in the boundary visualization interface.
We chose horizon graphs'® and a space-filling barchart**
representations to convey the content of line and bar charts,
since they have been explored by previous work. Our work
here is therefore by no means exhaustive in the space
of responsive visualization and there most certainly exist
alternative techniques, some of them possibly more efficient
than the two we propose and evaluate here. A significant
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future work is to apply our techniques to other visual
representations. Towards this, the visualization-rich interface
introduced in our study of practical use offers a starting point.

Finally, our participant population was both limited in
size—13 in our controlled study and 8 in our qualitative
study—as well as limited to graduate students in human-
computer interaction (HCI) and related topics. Given that
our results are clear and our sample size is consistent with
comparable prior art, we still believe in the robustness of
our findings. Second, while our HCI student participants
represent a sample from a convenience population, we
believe that their task performance or familiarity with charts
is not significantly superior to information workers who
are the primary target audience for our work. Third, we
explicitly wanted to engage participants with significant
computing experience to best reflect expert use in our
qualitative study. Finally, our findings are also consistent
with the general intuition: that a visual representation—
the boundary visualization—specifically designed for space-
saving on small displays performed better to the alternatives
who are not, whereas this effect was not present on large
displays where space is plentiful. In other words, we believe
our findings are more or less accurate, representative, and
generalizable.

Design Guidelines

Based on the results from our user studies, we provide the
following preliminary guidelines for visualization designers.

e Target responsive encodings and combine with layout
transformations. The boundary visualization proved
to be an effective design as it used responsive visual
mappings. Our participants were able to effectively
work with the space-efficient encodings compared
to other interfaces and preferred them over the
overview+-detail layout. To an extent, our boundary
interface also uses a responsive layout. It compresses
the boundary visualizations while adapting the overall
layout of the interface. Therefore, the responsive
visual encodings can be combined with layout
transformations to achieve further responsiveness,
since there may be a limit to how much a visual
encoding can be compressed.

* Highlight visual objects for tracking changes. Some
participants placed their fingers on objects they wanted
to track on the interface on both small and large
displays. Explicit highlights can support this practice.

e Provide change indicators on the large display. Users
found it difficult to track changes on the large display
due to its size. Visualizing change over time, such
as time-lapse representations, can help improve user
performance for large displays and can achieve better
responsiveness.

Design Space: Achieving Responsiveness

We conclude the paper by introducing a design space for
responsive visual interfaces derived from our findings. Some
of the techniques described here were used in the user
studies, while others remain to be explored in future work.
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A responsive visualization automatically adapts its visual
representation (and interactions) depending on the physical
and computational capabilities of the device it is being
rendered on '>*%*!/ Achieving responsiveness is traditionally
viewed from a small display’s perspective—how to design
the interface primarily for the small screen (this is sometimes
called “mobile first” in responsive web design)®. This is
because an interface designed for a small display can easily
(if not optimally) scale to a large display, but a large display
interface when scaled to a small display faces issues with
readability of the interface content. This is something we also
observed with our classical interface on a small display.

Modern smartphones may have higher display resolution
than even some large displays, but the effective screen
viewport still remains smaller than commercial large
displays (also known as the CSS viewport. Solving the
challenge of responsiveness for small displays can naturally
provide solutions for the large displays, and vice versa.
This can further enable the creation of immersive analytics
spaces, which contain many large and small displays
for sensemaking. Therefore, here we discuss the design
choices for transforming a visualization interface on a
physically large display to a small display. We take an
holistic view towards characterizing the design choices for
responsive visualization by describing ways to adapt an
entire visualization interface—including the layout, visual
mappings of individual visualizations, and also the content
shown within the visualizations.

Adapting Layout

A coordinated multiple view layout in a visualization
interface consists of an mxn grid of coordinated views.
When working on a small display, the layout of the grid,
including the width, height, and positions of the individual
elements, can be modified to fit the display. The design
choices in layout manipulation include:

» Stack: Similar to responsive web design, the layout
can be adapted by stacking the views vertically or
horizontally. However, this can lead to a loss of
positional information and spatial relationships within
the CMV layout. For example, views that capture the
same dimensions may be rearranged to no longer be in
spatial proximity.

* Distort: Distortion techniques (e.g., fisheyes>®) can be
used to magnify areas of interest within a layout while
compressing the rest. These techniques can be applied
to a CMYV layout to focus on specific views of interest
while compressing the rest to save space.

* Proxy: When there are specific views of interest (focus
region) in the user interface, the rest of the views can
be replaced with a proxy widget(s) that can range from
markers, icons, or even simpler visualizations. This
proxy can also be an overview panel as used in our
evaluations.

Adapting Visual Mapping

The visual representation may also need to be adapted to
the available display space. Based on the existing literature
described in the related work, we identify three choices:
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* Fill: Space-filling techniques can take full advantage
of the available space to restructure the visualization.
These techniques allow the graphical primitives to
cover the entire space (e.g., treemaps??). Similarly,
pixel matrices?® can capture the trends in line charts
and bar charts by capturing information at each pixel
in the visualization view.

* Layer/Fold: For charts with graphical primitives
(e.g., paths) spanning either the X or Y dimension,
layering (or folding a dimension) saves space by
splitting the dimension into parts that are overlaid
and distinguished using other visual variables such
as color or opacity if needed. For example, horizon
charts?* perform layering to significantly save space
over traditional line charts.

* Merge: Alternatively, merging visualizations within
the interface into composite representations can save
space. As Javed and Elmqvist?® discuss, there are four
design choices for composite visualization: juxtaposi-
tion, superimposition, overloading, and nesting.

Adapting Underlying Data

Finally, the data content embedded within the visualization
can be changed to make it more comprehensible on a smaller
display. The dimension corresponds to avoiding sharp and
unreadable features of a visualization on a small display by
intelligently adapting these features at a data level. However,
this is a double-edged sword since lower resolution data may
not promise the same insights.

* Aggregation and sampling: These techniques are
often used for managing the amount of information
rendered through grouping, discretization, and sam-
pling the data. They can be repurposed in responsive
visualization to manage the content based on the
physical display size.

* Identify points of interest: Another approach for
managing content is to switch to only showing
perceptually important points. These points capture
important features within a visual representation in
terms of visual perception’’.

Adapting Interaction

Interaction mechanisms in a visualization are connected to
the input modality (e.g., mouse or touch) and the elements
within the visual representation. As identified in existing
literature ', differences in input modalities can be bridged
by abstracting input events to work across device platforms
(e.g., click becomes tap on touch displays). However, such
adaptation may not be enough as the input is also affected
by the display size. For example, its hard to precisely touch
a point on a smartphone due to the so-called “fat finger”
problem.

Furthermore, when the visual representation changes (e.g.,
based on the above design choices), adapting the interaction
model becomes more complex and dependent on the
representation itself. Therefore, adapting interaction requires
further consideration from a user experience standpoint
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beyond the Ilayout, visual, and data transformations

introduced earlier.

Conclusion

In this paper, we evaluated two responsive designs of
a visualization interface for varying display size. Our
two complementary studies—a controlled study and a
qualitative study—provided insights into how the small
screen interfaces perform against each other as well as
the classical interface on a large display. We found that
the space-saving boundary visualizations on the small
display led to higher accuracy than both the large display
interface and an overview interface on small display for
comprehending visual changes. We attribute this to the
efficient use of the space, compared to the large display.
Similarly, in practical use, participants were able to directly
use the boundary visualizations to answer questions; thus,
saving the number of operations (focus switches) compared
to the overview interface on the small display.

Beyond the studies, we provided a holistic picture
through a design space for achieving responsiveness in
visualization interfaces. Our future work includes exploring
more responsive designs as well as taking an inverse
perspective to this problem: expanding a small display
interface to a large screen. We also call upon the visualization
community to consider our design space and evaluate
techniques for achieving responsiveness, along with us, to
solidify the concept of responsive visualization.
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