TactualPlot: Spatializing Data as Sound using Sensory Substitution

for Touchscreen Accessibility
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Fig. 1: Designing the TactualPlot technique. (A) Illustration of the TactualPlot technique with its continuous and discrete touch
actions and regions. (B) Our implementation of the technique that was evaluated in formative design session 3 and design review
sessions. (C) Tactile scatterplot implemented using American Thermoform swell touch paper, and aligned to dimensions of the
D3.js visualization in the TactualPlot system. Tactile scatterplots were overlaid on an @ Apple iPad to collect touch information.

Abstract—Tactile graphics are one of the best ways for a blind person to perceive a chart using touch, but their fabrication is often
costly, time-consuming, and does not lend itself to dynamic exploration. Refreshable haptic displays tend to be expensive and thus
unavailable to most blind individuals. We propose TACTUALPLOT, an approach to sensory substitution where touch interaction yields
auditory (sonified) feedback. The technique relies on embodied cognition for spatial awareness—i.e., individuals can perceive 2D touch
locations of their fingers with reference to other 2D locations such as the relative locations of other fingers or chart characteristics that
are visualized on touchscreens. Combining touch and sound in this way yields a scalable data exploration method for scatterplots
where the data density under the user’s fingertips is sampled. The sample regions can optionally be scaled based on how quickly the
user moves their hand. Our development of TactualPlot was informed by formative design sessions with a blind collaborator, whose
practice while using tactile scatterplots caused us to expand the technique for multiple fingers. We present results from an evaluation

comparing our TactualPlot interaction technique to tactile graphics printed on swell touch paper.

Index Terms—Accessibility, sonification, multimodal interaction, crossmodal interaction, visualization.

1 INTRODUCTION

The sense of touch is critical for most blind individuals. Bereft of
full use of their vision, blind people often use their hands to explore
unfamiliar objects or their white cane to learn about the world sur-
rounding them. Building on this idea, data physicalization [29] creates
tangible representations of data to enable a blind person to feel rather
than see the physical shape of a bar chart [51], 3D landscape [36],
or node-link graphs [16]. However, data physicalizations that are
cheap and accessible, such as thermoform paper and 3D printing, are
static and require significant time to produce. More advanced data
physicalization techniques that enable interactive feedback—such as
shape-changing displays [3], haptic touch displays [45], and refresh-
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able Braille displays—rely on specialized technology that is expensive
and therefore not readily available to an often underemployed blind
audience with limited purchasing power. Furthermore, the accessibility
field is rife with “silver bullet” technologies that have been abandoned
by over-optimistic inventors [35], making investing in experimental de-
vices both costly and risky. Additionally, collaboration between sighted
and blind individuals in data-rich social contexts such as work and
school might still be challenging due to technology that places sighted
and blind individuals in two different silos. While these sophisticated
technologies may make data accessible for blind individuals, adoption
at scale is not guaranteed because of the aforementioned limitations.
What is readily available, however, are touchscreen devices. Modern
smartphones have had a near-revolutionary impact on blind individuals,
putting screen readers into virtually everyone’s pocket [13]. While
still costly, smartphones have significant utility for both personal and
professional use and thus enjoys widespread adoption—more than
46% [1]—among blind people, and the number is likely higher for
gainfully employed knowledge workers. What if we could design a
method for sensing complex datasets on smartphones and tablets using
the same touch-based exploration that blind people routinely use with
physical objects but without requiring specialized haptic technology?
In this paper, we propose to achieve this by producing audio rather
than haptic output in response to touch exploration. This approach is
based on sensory substitution [4,14], a common technique from assis-
tive technologies where stimulus for one sensory system is replaced
with stimulus for another, such as a screen reader verbalizing written
text on a screen with synthesized speech. Our use of sensory substitu-
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tion is crossmodal, a special case of multimodal substitution [15,37]
utilizing multiple sensory channels, because the approach explicitly
“crosses” touch input with sound output. The experience of cross-
modal substitution is similar to synesthesia—a perceptual phenomenon
in which stimulation of one sense leads to involuntary experiences
in a second sensory system. In our approach we cross the sense of
touch with sound, an approach similar to producing sound when seeing
colors [41,59]. To explore and validate this idea, we propose TAC-
TUALPLOT, a crossmodal substitution technique for scatterplots that
enables a person to “touch data” spatialized in two dimensions on a
smartphone touch screen, similar to a visual 2D scatterplot. With Tac-
tualPlot, a blind user can use their fingertips to explore the shape of
the data, receiving a dynamically changing audio tone in response that
conveys the density under the user’s touch. Unlike many other accessi-
ble data representations, TactualPlot was designed for scalability, with
thousands of data points in mind.

We designed TactualPlot in a user-centered manner by engaging our
collaborator and co-author, who is blind, in a series of formative design
sessions. Our observations yielded several design revisions, including
the need for multiple touch interaction and axis manipulation. Our
participatory design sessions helped us understand that it is important
to develop a touch-based, non-visual graphical perception technique
that could be generalized beyond scatterplots. We then conducted an
in-depth expert review with two blind professionals to assess the utility
of TactualPlot, and—by extension—the validity of the crossmodal
substitution concept. During the hour-long sessions, our experts used
TactualPlot to explore data and answer questions about their findings.

The main contributions of our work include: (i) the design and im-
plementation of the TactualPlot prototype for exploring scatterplots
using sensory substitution where tactile feedback is sonified; (ii) results
from an in-depth and longitudinal formative design process involv-
ing our blind collaborator and coauthor; and (iif) findings from an
expert review involving two blind professionals using TactualPlot for
multidimensional data.

2 BACKGROUND

Visualization has long mostly ignored the fact that visual representa-
tions are not accessible for blind or low vision (BLV) individuals [18],
but this is now changing. However, designing accessible visualization
is fraught with complexity, both in terms of technical challenges (e.g.,
how to represent complex and large-scale data primarily using sound
and touch) as well as social (adoption, maintenance, and training) and
economical (high cost to an often underemployed user population) bar-
riers [35]. Here we review the literature on accessible visualization,
focusing mostly on the aforementioned technical challenges.

2.1 Sensory and Multimodal Substitution

Sensory substitution refers to the use of one sense to provide infor-
mation normally provided by another sense [4], and is a common
approach for assistive technology in accessibility [14]. Audiobooks
are a prime example of assistive technology using sensory substitu-
tion; originally invented to help blind individuals enjoy reading books,
their widespread adoption also with sighted individuals showcases a
common phenomenon in accessibility: the “curb-cut effect,” where
improvements for one population of users end up benefiting many. Mul-
timodal substitution, on the other hand, involves combining different
sensory modalities to create a richer experience [15,37]. For instance,
combining touch, sound, and smell can provide a more complete repre-
sentation of an environment for a blind user.

Sensory and multimodal substitution are commonly used also for
accessible visualization [13]. This is primarily done through sound
and tactile feedback; we describe these research efforts in detail below.
However, researchers have also explored the potential of using smell to
make visualization accessible for blind individuals [5,43].

2.2 Chart Accessibility

While the accessibility community has long worked towards accessible
graphics, it is only recently that the visualization community has begun
to pay attention [17,18,20,31,50]. Given the understandable reluctance

among the blind community to adopt untested and poorly maintained
technology [35], one strategy is to target trusted assistive technology.

Screen readers may be one such opportunity. Alternate texts (alt-
texts) are machine readable descriptions associated with images on
the web, and are commonly verbalized by screen readers to help blind
individuals access image content via screen readers. Jung et al. [30]
propose a comprehensive set of guidelines for writing alternative text
descriptions for visualizations to cater to the diverse needs of blind
individuals. However, the adoption of alt-text on the internet is poor
even for regular images [22], let alone chart images. To deal with
these situations, Al-Zaidy and Giles presented an algorithm that uses
computer vision and OCR techniques to automatically extract data from
bar charts with an accuracy of over 90% [2]. Similarly, Choi et al. [11]
proposed an approach to reverse-engineer several types of rasterized
charts to make the data accessible for blind users.

Another approach is designing visualizations to be highly-
compatible with a screen reader. Zong et al. [61] worked with blind
collaborators to design visualizations whose structure, navigation, and
descriptive content are optimized for rich screen reader experiences.
The VoxLens [48] integrates with the screen reader to convey a mul-
timodal approach to visualization accessibility, providing voice com-
mands, summarizing data, and sonifying details on demand. Most
recently, Thompson et al. [52] worked over a period of five months to
develop a chart accessibility engine combining a screen reader, data
sonification, and descriptive content generation for web-based charts.

2.3 Sonifying Data

In a state-of-art report written for the U.S. National Science Foundation
in 1997, Kramer et al. [34] define data sonification as “the use of non-
speech audio to convey information” (p. 4), further qualifying it as “the
transformation of data relations into perceived relations in an acoustic
signal for the purposes of facilitating communication or interpreta-
tion” (p. 4). Sonification is a form of an auditory display [33]; other
forms (not necessarily mutually exclusive with sonification) include
audification (directly converting large-scale data to the audible domain,
auditory icons (short and self-contained sounds representing discrete
events), and verbalization (synthesized speech conveying data).

The ICAD community has been the epicenter of auditory display
research for the last 30 years, but not all auditory displays are concerned
with conveying data; some approaches are mostly artistic in natures,
whereas others focusing on conveying realistic soundscapes rather than
abstract data. Nevertheless, many sonification efforts can be applicable
for such abstract datasets; the Sonification Handbook [25] surveys the
state of the art in the field.

One of the early sonification approaches was the iSonic system [60],
where spatialized geographic data is conveyed using sound to support a
blind user navigating and querying a map using physical key mappings.
Our work in this paper is heavily inspired by iSonic, but draws on the
widespread adoption of smartphones where the touchscreen becomes
the equivalent to the physical keys. The web-based chart library High-
charts has recently begun distributing an accessibility tool called the
Sonification Studio [9], which enables robust and flexible data explo-
ration using sound. Wang et al. [58] performed a study to rank audio
channels in the sonification of data, confirming that pitch is optimal for
encode data, but that tappings and length can be effective for specific
tasks or data types. Potluri et al. [44] recently proposed PSST, a toolkit
enabling blind developers to author accessible data displays. Finally,
Hoque et al. [27] present a study on how the use of natural sounds can
enable blending multiple data channels in parallel for increasing the
sensory bandwidth of the sonification. Holloway et al. [26] use both
sonification and speech to make infographics accessible. While we use
sonification in our approach, we do not sonify the data directly, but
rather we sonify the spatial attribute of data in a scatterplot.

2.4 Touching Data

Standard touch-based assistive technology [14] include the ubiquitous
white cane, Braille text that can be read using the fingertips, and tac-
tile maps [26], whereas Braille keyboards enable blind individuals to
generate text. However, for representing data, the options are limited.



Static tactile graphics are mostly made through 3D printing, thermal
printing (where lines and shapes are raised when heat is applied), or
embossing (which press designs into paper).

Digital tactile representations have the benefit of being able to refresh
dynamically, but are often specialized or costly, or both. Nevertheless,
such refreshable technologies have been proven effective in conveying
data from visual representations into touch-perceivable equivalents, as
evidenced by studies on maps [26] and bar charts [51]. Guinness et
al. [24] found that using miniature robots to convey data through tactile
feedback was more effective for target acquisition than using sound.
Such data physicalization [29], shape-changing displays [3], and haptic
touch displays [45] could well present workable solutions. However,
with the exception of the long-awaited Dynamic Tactile Device (DTD)!
being developed by HumanWare and American Printing House for
the Blind, most of these advanced devices are costly research proto-
types, and thus are not widely available to the general blind population.
Another option may be the commercially available ultrahaptics dis-
play [10], which generates mid-air tactile sensations using ultrasound,
but the device still provides a fairly low resolution.

The nearly ubiquitous smartphone [1] may be a better solution since
it incorporates both audio output and a touch surface. A recent paper
explores the use of touch for exploring 2D visualizations to yield
sonified 3D sound output [39]. However, their evaluation uses six
blindfolded sighted participants, which is questionable because sighted
participants lack the lived experiences of blind individuals, and thus this
is not an ecologically valid approach [18]. While our work is based on
a similar idea, our approach to multi-touch interaction using a sampling
region is more robust and was iteratively developed in a participatory
design process with a blind collaborator and tested with blind experts.

3 APPROACH: CROSSMODAL SUBSTITUTION

Sensory substitution is the practice of replacing one sensory system for
another when producing output for some perceptual task [4,14]. Itis a
common approach for assistive technologies because it enables replac-
ing a sensory system inaccessible to a person with disabilities with a
sensory system that remains accessible. For example, a screen reader
uses sensory substitution to replace text on a screen—which requires
vision to perceive—with synthesized speech—which uses hearing. This
allows a blind person to read digital documents, webpages, and articles.
The notion of simultaneous crossmodal sensory substitution (SCSS),
or just crossmodal substitution, replaces in real time the output for one
sensory system that is produced by the user’s interaction with output
for another sensory system. A specialized form of multimodal sensory
substitution [15,37], which uses multiple sensory channels for feedback,
crossmodal substitution only makes sense in a digital space where the
normally rich physical interactions of the real world do not hold. For
example, manipulating a 3D object using a standard mouse typically
yields none of the touch, feel, and heft of manipulating an artifact in
the real world. However, visual feedback still yields a facsimile of the
sensory output inherent with handling such a physical object; it may
move, rotate, and even have inertia similar to the real object.
Crossmodal substitution is essentially a specialization of direct ma-
nipulation [49], and is clearly a fundamental (and unremarkable) aspect
of graphical user interfaces. However, it has an important additional
affordance when applied to assistive technologies for people with dis-
abilities: it can be used to separate the means of manipulating the world
(or the digital system) from the sensory output normally produced by
this interaction. More specifically, it could be used to, for example, let
a deaf person tap a sound source in a video—such as a car, person, or
airplane—and receive a textual description of the nature of the sound,
or to let a blind person tap a webpage to get an audio representation of
the content (which is the idea explored in this paper). Another use may
be to couple an eye tracker with a screen reader, producing a system
that automatically verbalizes whatever text the user’s eyes alight on.
In this paper, we specifically focus on the idea of letting users in-
teract with a touch screen containing spatialized data to produce a
sonification and verbalization of the data. However, as indicated above,
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we think there is much additional potential in the crossmodal sub-
stitution concept that is worth exploring in the future. For example,
modern smartphones equipped with vibration motors can be leveraged
to include vibrotactile feedback in addition to sound output. In the
next section, we describe our approach to crossmodal substitution that
utilizes touch, as our input modality; and audio as the output modality.
Broadly, we propose mapping discrete touches (tapping) to speech,
and continuous touches (swiping and panning) to non-speech sounds.
Our technique was iteratively developed through participatory design
sessions with a blind collaborator; and that helped us scope the design
space to explore only sound and touch at this point in time.

4 THE TACTUALPLOT TECHNIQUE

TACTUALPLOT (Figure 1) is a crossmodal substitution technique for
exploring multidimensional data using touch input to produce sound
output. The technique spatializes the data by projecting data items to
the physical space defined by the extents of the touch screen, similar to
a 2D scatterplot for visual representations. Users can then explore these
spatialized points by touching them on the screen, similar to how you
can explore a rough 3D surface using your fingers. However, instead
of providing haptic feedback through your fingertips, the feedback is
crossmodally redirected to sound: the data is sonified using a continu-
ous audio tone. The audio playback is derived from sampling the data
points under the user’s touch and modulating the pitch according to the
data density. In this way, TactualPlot can interactively sonify hundreds
of data points even on a small touch surface and give a blind user an
understanding of the data distribution through progressive exploration.
In this section, we summarize and list the basic principles behind
TactualPlot’s spatial mapping and interaction models. These principles
were finalized based on early discussions with our research team, and
informed by our iterative design process described in Section 5. We
also describe various interaction methods for touching data as well as
the edge of the screen, and the resulting verbalizations and sonifications
for representing data. Please note that we did not implement and assess
all the features described in this section during our formative design
sessions. We recommend carefully implementing these features as the
interplay of sound, touch, and data abstraction can be cognitively taxing
for our users. The features we implemented during the design sessions,
and demonstrated during the expert review are marked with a circle and
check mark icon: @. Features that we designed, but did not implement
are denoted by an empty solid circle: @. We chose to implement the
features that were crucial for the visualization tasks in Table 1.

4.1 Spatial Mapping

Effective data representations for blind users are often based on
spatializing—rather than visualizing—data [18]. TactualPlot maps
data to space using a direct projection from a data dimension to a geo-
metric dimension. The technique maps data to the horizontal (x) and
vertical (y) axes; in other words, it is a 2D spatial representation, similar
to a visual scatterplot. Most commonly, the projection from data space
to visual space is linear, although logarithmic mappings can be useful.

The TactualPlot spatial mapping is designed to consume the full
screen of the device, i.e. its entire length and width. This gives a blind
user a direct mapping from the physical display itself—as well as from
proprioceptive feedback from their own body—to the symbolic data
dimensions in the dataset being represented.

Note that while TactualPlot shares many similarities with a 2D
scatterplot, the marks sonified using the technique can really only
convey two scalar data dimensions (the two Cartesian axes) and one
categorical data dimension (the data item class). Scatterplots, on the
other hand, can use the color, shape, and size of marks to convey
additional data dimensions.

4.2 Interaction Model

TactualPlot’s interactions are designed according to a fundamental rule:
discrete actions, such as tapping or double-tapping the screen, yield
discrete feedback (verbalized information), whereas continuous actions,
such as dragging and pinching on the display, yield continuous feedback
(continuous audio sonifying the underlying data). In practice, this
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means that tapping the left margin of the screen will cause TactualPlot
to read the name of the data dimension mapped to the vertical axis as
well as its current minimum and maximum values, whereas dragging
your finger along the axis will read out its current axis values. We
discuss these interactions below.

The TactualPlot direct spatial mapping to a physical device facilitates
perceiving physical space as data space. This allows, for example, a
blind user to slide their finger from left to right and understand that the
price of the houses they encounter on the display is increasing.

4.3 Continuously Touching Data

Reading data off a TactualPlot display is achieved by touching the
display, which will aggregate the data points contained within the
sampling area centered on the user’s finger and translate the points into
audio feedback. Using a circular sampling area [19] rather than a point
makes it easier for the user to find all of the data on the plot.

The sampling area can be either set to a specific size (roughly corre-
sponding to the physical size of a typical fingertip) or a size controlled
by the user. Another approach is to use a dynamic size for the sampling
area that changes based on the movement speed of the user’s finger:
the faster the finger moves, the larger the sampling area. This can
improve the likelihood of sampling all the points on the chart canvas.
This enables fast and ballistic movements to form a rough overview,
e.g. quickly scribbling with your finger across the display, followed by
a slower and more deliberate tracing of the data to get the details.

Every time the user’s touch moves on the display, points that fall
within the sampling area are re-aggregated. If the points are of different
classes, such as a dataset of real estate containing both condominiums,
single-family houses, and farms, they can be partitioned into separate
groups. The number of points in each group is then normalized globally
for the entire chart and the calculated for the current density.

4.4 Data Sonification

Data in a sampling area being sonified using TactualPlot is conveyed
using pitch to represent data density; the higher the density, the higher
the pitch. Pitch rather than volume has been shown in past work on
sonification to be the optimal channel to convey quantitative values [13].

In keeping with the continuous nature of the drag interaction,
the sound generated in TactualPlot is also continuous. As recom-
mended [47], we wanted a pleasant sound, and so so implemented a
flute like sound. The tone persists as long as the user’s finger is touch-
ing the display, and it modulates smoothly in pitch as the user moves
their finger and the data density under the sampling area changes.

If the underlying dataset has multiple classes, such as different types
of real estate, different voices (such as instruments) can be played
simultaneously. Again, to maintain consistency with the continuous
interaction, individual tones must not be segmented or split. In other
words, this requires polyphonic sound generation where multiple tones
are played at the same time. Another approach is to use natural sounds
that have been shown to blend well together [27].

Finally, TactualPlot can use spatial sound output—stereo @ or full
3D binaural audio—to redundantly encode the position of the touch
point on the physical device. Alternatively, different stereo channels can
be used to divide multiple data classes; for example, playing the current
density of condos in one ear, and the density of single-family houses
in another. However, blind users commonly use only one headphone
while interacting with a mobile device [13], especially in situations
where they need to listen to conversations in their surroundings, so
techniques that require both ears are not always practical.

@ Drag - Sonify Sampled Data: The basic interaction of TactualPlot;
the data in the sampling region under the user’s fingertips is
sampled and the density conveyed using pitch.

@ Tup - Drill Down: Retrieve a list of the data values in the sampling
region under the user’s fingertip (see Section 4.6).

@ 7o Finger Tap/Pinch - Zoom: Change the zoom level or center-
point of the viewport (see Section 4.6).

4.5 Edge Interactions

The edges of the TactualPlot display are significant and interactions are
different from when interacting with the main area of the display. Typi-
cally you would define the 10% of the outer parts of the display as the
edge. We define four different edge regions with specific affordances:

@ Top edge - Title: Interactions for the entire chart.

@ 7Tup - Chart Title: The title of the chart is verbalized.

@ Swipe - close chart: The TactualPlot display is closed down,
yielding a verbal status message.

@ Left edge - Vertical axis: Interacting with the y axis.

@ Double Tap - Axis title: Vertical axis title is verbalized.
® Drag - Axis ticks: Tick marks are indicated using an earcon.

@ Tup - Axis ticks: Tick mark value is verbalized.

@ Bottom edge - Horizontal axis: Interacting with the x axis.

@ Double Tap - Axis title: Horizontal axis title is verbalized.
@ Drag - Axis ticks: Tick marks are indicated using an earcon.
@ Tup - Axis ticks: Tick mark value is verbalized.

@ Right edge - Legend: Interacting with audio legends.

@ Tup - Data density legend: The audio class tone of the
sonification is played and their corresponding point values
are verbalized. In our prototype, tapping directly on the
points conveys pitch mappings to the point density.

Overall, all state changes in the TactualPlot interface are accom-
panied with a text-to-speech status message giving the user verbal
feedback for their interaction.

4.6 Zooming and Details-on-Demand

In addition to continuously touching the data, the main touch surface
(and not the edge) of the display supports several additional interactions:

o Pinching (two fingers): Users can zoom into a region of the data
display by pinching, thereby changing the data extents on the
vertical and horizontal axes. Discrete zoom values in multiples
of magnification are verbalized as the display is zoomed in and
out. The display cannot be zoomed out past 1x magnification,
where all of the data is contained within the viewport. Leaving the
display untouched for some time (30 to 60 seconds) will revert the
magnification back to 1x, which is also announced verbally. This
is done to avoid a blind user returning to a device after some time
and not remembering that the display is zoomed in and having no
easy way to understand this from the interface.

@ Tapping (one finger): Users can drill down into the data to get
details-on-demand by tapping on a region. The data density inside
the sampling area around that touch point will be verbalized. If
there is none, a brief sound or no sound can play. If there is more
than a predefined number of points (5 or more), the summary
statistics of the points can be verbalized.

@ Zoom level (discrete): Double tapping on the screen can be used
to convey spatial information (geometric zoom), or the designer
can choose to enable zooming in the data.

4.7 Beyond Scatterplots

The TactualPlot technique was designed specifically to be an interactive
sonification of 2D scatterplots, and uses many of the same metaphors
and interactions as a visual scatterplot would. However, these principles
could no doubt also be applied to other types of visualizations to yield
comparable interactive sonifications. Such work is outside the scope of
this paper and is left for future research.



5 FORMATIVE DESIGN ASSESSMENT: TACTUALPLOT

TactualPlot was improved using a user-centered, participatory approach.
We derived the original design (Section 4) through in-depth discussions
in our research team, where one of our collaborators (and coauthor
of this paper) is a blind individual with long experience in assistive
technologies and human-computer interaction.

Tactile graphics are often used by teachers of students with visual
impairments (TVSI) to teach graphical perception in educational con-
texts. Blind individuals have varying levels of expertise in perceiving
representations such as Braille and tactile graphics. Nevertheless, tac-
tile representations are ideal for conveying spatial awareness, especially
since multiple fingers can provide parallel channels for tactile informa-
tion. Therefore, we decided to base our TactualPlot technique on tactile
chart exploration with a crossmodal representation using sound.

5.1 Design Probes

To help inform our design process, we built two design probes [21,57]
as low-fidelity prototypes: (1) tactile graphics implemented using swell
touch paper, and (2) a prototype web-based app running on smartphones
and tablets. Our goal was to let design lessons and findings for the
tactile graphics scatterplots inform the design of the mobile application.

Tactile graphics. The tactile graphs were implemented in consul-
tation with our university’s assistive technology lab. We performed
two iterations of the scatterplot design; the first session enabled us
to fixate on printing parameters such as dot sizes, aspect ratio, and
data density, whereas the second yielded graphics suitable for both this
formative design as well as the subsequent design sessions and user
study (Section 6). We describe each session and its outcomes below.

We used swell touch paper made by American Thermoform in stan-
dard U.S. Letter size (8.5 x 11 inch; 215.9 mm x 279.4 mm). Scat-
terplots were printed using a standard laser printer and then “fused”
using an American Thermoform Swell Form Machine, which causes
ink to swell. It is possible to achieve different heights for the graphical
elements by varying the (1) saturation of the ink, and (2) the temper-
ature setting during the fusing process. In our study, we use a single
height across the entire tactile graphic. We chose the point diameter in
the tactile graphics and the digital TactualPlot system to the base dot
size of the North American Braille—1.44 mm; 0.057 inches. This may
help retain familiarity among Braille literate blind users, and the size is
proven to be easily perceivable to touch.

Fig. 2: Tactile graphics. (A) Square-shaped scatterplot with uniform
axis length, and a rectangle-shaped plot with longer vertical axis used
in Design Session 1. (B) Final square-shaped uniform scatterplot used
in Design Session 3 for assessing data visualization tasks.

TactualPlot implementation. We implemented TactualPlot as a
web-based application for mobile platforms (smartphones and tablets)
using basic HTML, CSS, and JavaScript technologies as well as Apache
Cordova.2 Our implementation generates sound using ToneJS,? a
JavaScript toolkit based on the Web Audio W3C APL* Finally, touch
interaction is detected and handled using the Touch Web API that can
handle multi-touch interactions.’

2https ://cordova.apache.org/
Shttps://tonejs.github.io/
“https://www.w3.org/TR/webaudio/
5https ://www.w3.org/TR/touch-events/

5.2 Participatory Design Sessions

We followed an iterative design process to design our TactualPlot inter-
action technique for touchscreen chart interaction. We conducted threee
participatory design sessions [28] over three weeks, which helped guide
our design decisions. The first two sessions lasted 2 hours each, and
the final session was 3 hours. The goal was to understand how blind
individuals might want to interact with a crossmodal substitution device
where tactile input results in auditory output.

Our collaborator is blind, Braille-literate (both reading and writing),
and has had recent exposure to tactile graphics and screen readers.

5.3 Dataset and Tasks

We generated 12 datasets to be used in our design sessions and external
design reviews. We modeled the data as follows:

¢ Data Scatter: The Pearson’s correlation coefficient that varies
the strength of the linear relationship between the two variables.
We chose three levels for this factor:

— Low: p € [0.0,0.30]
— Medium: p € (0.3,0.7]
- High: p € (0.7,1.0]

* Data Volume: The complexity of the dataset is expressed in the
number of items being represented in the scatterplots. We chose
two levels for this factor:

— Small: 10 items
— Medium: 50 items

* Polarity of the linear relationship: This indicates if the linear
relationship is positive or negative.

We settled on these values through pilot printing to ensure that we
were able to create high-quality tactile points without occlusion. We
used the equation: y = mx+c, where 1 <x <nand n € {10,50} and
me {—1,1,2,-2}, and c € {0,10,50}. Using a negative m value al-
lowed use to generate negative trends in the scatterplot. To introduce
a scatter, we added noise(€) to both x and y values generated by the
linear equation, wheree ~ 4 (1,62). While changing the slope al-
lows us to control the angle of the trend with reference to the x-axis,
we could translate and scatter the points by changing the following
values: Uy, lly, Oy, and oy in addition to m and ¢. We have included
our final data specifications and the corresponding (x,y) datasets in the
supplementary material. We adapted 3 tasks spanning the 3 categories
as described by Sarikaya and Gleicher [46]. We describe the question
structure for each of the task types in Table 1.

5.4 Apparatus

We asked our design partner to use both paper-based tactile graphics
generated using swell touch paper as well as our prototype implementa-
tion of TactualPlot running as a native app using Apache Cordova.

We ran the TactualPlot prototype on an Apple iPad Pro 128 GB
with an 11-inch (diagonal) Liquid Retina display (a Liquid Crystal
Display, LCD); the actual screen dimensions were 247.6 mm x 178.5
mm. During the test, we ran the native app in fullscreen mode and
disabled all notifications.

For both tactile graphs and TactualPlot, we used a square display
space measuring approximately 153 x 153 mm. For the tactile graphic,
we simply cut each scatterplot to size. For the TactualPlot prototype,
we masked the remaining part of the iPad display surface with acrylic
plastic cut to size using a laser cutter to prevent accidental touches
outside of the scatterplot area. In fact, we placed the iPad underneath
the scatterplot even for the tactile graphics condition so that we could
track the participant’s touch interaction with the tactile graphic as well.

5.5 Design Session 1: Touching Charts

Our goal for the first design session was to understand how chart
characteristics such as axis lengths, orientation, data volume would
influence data perception. We printed four tactile scatterplots, where


https://cordova.apache.org/
https://tonejs.github.io/
https://www.w3.org/TR/webaudio/
https://www.w3.org/TR/touch-events/

Table 1: Task types. List of task types and corresponding question structures for our user study. Each trial corresponded to a given task sub-type.

TASK CATEGORY  TASK TYPE QUESTION STRUCTURE

Object-centric Locating (L) Identify range on Y -axis with maximum value for range between X; X, on X-axis.

Browsing Explore trend (T)  As X values increase from left to right, are Y values increasing, decreasing, or random?
Aggregate-level Numerosity (N) How many points exist in a specific quadrant: top-left; top-right; bottom-left; or bottom-right?

Fig. 3: Design Sessions 1 and 2. Our blind collaborator interacting with a low-fidelity tactile graphic using both hands and multiple fingers.
(A) Collaborator trying to differentiate between square and rectangular scatterplots that visualize the same dataset in Design Session 1. (B)
Collaborator trying to differentiate between two identical scatterplots in Design Session 1. (C) Collecting touch information of our collaborator
exploring a tactile scatterplot overlaid on the iPad. (D) Visualizing and observing touch trails of multiple fingers during Design Session 2.

Fig. 4: Design Session 3. Our blind collaborator interacting with (A)
an iPad-mounted tactile scatterplot, and (B) the TactualPlot prototype.

N € {50,100} with 2 plots each of uniform axis and non-uniform axis
lengths. As seen in Figure 2, we asked our collaborator to identify if the
two different datasets were same when printed with uniform vs. non-
uniform axis lengths. Just like for visual perception, axis lengths did
skew perception. With 100 items and uniform axes, our collaborator
sometimes could not tell duplicates apart, based on the exploration
route. Overall, we decided use uniform axes to reduce cognitive load.

‘We had originally designed TactualPlot to support only one-finger
interaction. However, it quickly became apparent during the session
that our blind collaborator was using not just two hands to interact with
the prototypes, but also multiple fingers (Figure 2). They would hold
the graphic with one hand, which they reported as a form of physical
“anchor” for the other hand. The participant would then use two or
even three fingertips of the other hand to slide along the surface of the
graphic to sense the embossed data points. This is consistent with work
by Wagner et al. [54], which found that people in fact often use not just
multiple digits, but sometimes both hands, to interact with tablets. For
our touch prototype, such multi-touch interaction was not implemented
at the time of testing, and thus did not yield the expected behavior.

This finding also caused us to prioritize such multiple sampling
areas rather than speed-dependent dynamic size for a single sampling
area. Lastly, we built a test bed to capture touch logs of the exploration
route by placing and fastening the tactile graphics to the iPad screen
using binder clips. Despite the layer of swell touch paper with raised
dots and axes, the iPad touchscreen was able to detect the touches.
This motivated us to explore hybrid scatterplots for future versions—a
combination of tick mark sonification to indicate that a tick is being
touched, and tapping the tick marks to verbalize the tick values.

5.6 Design Session 2: Understanding Multiple Touches

In response to findings from the previous design session, we added
multi-touch interaction to the TactualPlot technique so that a user can
use several fingertips to spawn multiple sample regions for sensing
a larger area on the display. We added brown noise to sonify empty
regions by playing a low pitch “buzzing” sound. We experimented with
sound envelopes by varying the Attack, Decay, Sustain, and Release
(ADSR) values to yield a subjectively pleasing sound for point density.

Our goal was to elicit user exploration strategies [23] given a particu-
lar data task. For this session, we used the TactualPlot apparatus (frame
D in Figure 3), and datasets where N € {10,50,100}. We first focused
on exploring trends (T) in the data using our system. We provided (1)
an explanation of the sonification design, (2) verbal description of a
linear trend and how that might appear spatially—e.g.,“for a positive
trend, imagine that a line is drawn at 45 or 60 degrees with reference to
the horizontal axis, and if points are scattered closed to the line, there
is a high correlation between x and y”, and (3) a recommendation to
start with one finger exploration and transition to multiple fingers.

‘We recorded the iPad screen and implemented a finger trail visualizer
that allowed us to study the exploration route for the trends analysis
task. Each color represents a a touch using a new finger—a ‘new’
finger could be the same human finger, i.e., sequential touches with
the same index finger is mapped to two different colors. In total, we
cycled through 10 different colors to handle 10 concurrent touches (iPad
supports 10 touches). Axis, origin, and point density verbalization had
not yet been implemented for Session 2.

We include sample exploration strategies to demonstrate the various
touch paths that may be possible. In Figure 5, we can see that at the
beginning, our collaborator started at the origin and moved horizontally,
and moved from the bottom of the canvas to the top. And towards the
end of the trial, our participant had sampled all 10 points, but two parts
of the canvas remained unexplored (indicated by lack of color). In
Figure 6, our collaborator followed a similar trajectory as the previous
example, but instead of one finger, they moved two fingers concurrently
across the canvas. In this example, all the points were sampled at least
once, and only a very small portion of the screen remained unexplored.

In Figure 7, our collaborator placed two fingers at the origin and
moved them upwards and then towards the right. After nearing the right
extremity of the canvas, our collaborator reestablished contact with
the screen at the origin and proceeded to move higher the second time.
As seen in the right frame, all 50 points were sampled, but portions
of the chart are still unexplored. We considered varying the lens size
according to the panning speed, but decided against it. With a fixed



Fig. 5: Lateral scanning. Left: Initial one finger exploration that starts
at the origin, and moves laterally across the screen. Right: Final touch
trail at the end of the trial.
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Fig. 6: Two-finger lateral scanning. Left: Exploration started with
two fingers being placed on the origin Right: Final touch trail where all
the data points have been sampled.

lens size, our participant could detect variations in pitch, but could not
accurately map the point density value to a particular pitch value.

5.7 Design Session 3: Exploring Visualization Tasks

We incorporated the feedback from Session 2, and implemented new
verbalization features to help better understand “how many points are
under your finger” by allowing the user to top on a particular location
to verbalize the point density—*“1 dot” or ““5 dots.” Additionally, we
included a “clicking” earcon if the user touched a tick mark while
panning. We included another discrete touch sound, i.e., a one finger
tap on the tick mark would verbalize the tick mark values. For example,
“X-axis: 12” or “Y-axis: 10.” Our collaborator found the “buzzing”
brown noise overwhelming after a while, so we decided to play no
sound while continuous dragging on empty space, and instead chose
to verbalize “0 dots” on tapping an empty region. We added stereo
panning to provide better information of screen location, and played a
“click” when the user crossed the mid point of the chart canvas.

Method. For Design Session 3, we wanted to understand if there
were any differences in user exploration strategies or perception be-
tween TactualPlot and tactile graphics. For a more detailed assessment
than the previous two design sessions, we conducted a 3-hour work-
shop. In addition to the trend task, we asked our collaborator to attempt

. 2 -t

Fig. 7: Two-finger vertical scanning. Left: Exploration started with
two fingers being placed on the origin and moved vertically and then
right. Right: All the data points have been sampled (3 unexplored
regions).

the Numerosity Task (see Table 1). We collected touch logs, quali-
tative feedback, and task responses. Our collaborated completed the
Numerosity tasks using tactile graphics first (see Figure 4A) and then
used the TactualPlot apparatus (Figure 4B).

To complete the Numerosity task, our user would have to understand
the spatial distribution of the data in addition to perceiving their own
fingers’ location on screen, and potentially use the axes interactions.
To compare both techniques (TactualPlot and tactile graphics) and have
time for qualitative feedback, we selected 4 datasets per technique for
the numerosity task.

Results. Our collaborator was able to successfully complete all 8
tasks using both tactile graphics and TactualPlot. We report the results
in Table 2. We extracted and visualized the touch logs for these tasks
in Figure 8. Figure 8 indicates the final state of the system at the end
of a trial. We encoded taps (discrete interactions) using a red circle,
and continuous dragging in green. A higher opacity of color indicates
that a particular region has been sampled more using continuous or
discrete interactions. In all 8 trials, the estimated Numerosity value
in a particular quadrant was approximately close to the actual value.
From the touch logs, we observed that using both techniques, our
collaborator was able to restrict finger movement to the quadrant under
consideration. Additionally, we observed both from the touch log and
qualitative feedback that the sound design for the axes was effective in
helping understand finger location. We can observe rough perpendicular
finger trails leading to and from the axes, followed or preceded by a
discrete tap to hear the tick value. During the session, the researcher
observed the interaction style change for the numerosity task; which is
reflected in Figure 8.

Observations and Qualitative Feedback. Our collaborator
switched from continuous dragging to discrete taps to understand point
density because of accidental touches. We removed the “buzzing”
sound after the second design session and replaced it with a tap to ver-
balize “0 dots” for the third session. Continuous dragging, especially
using multiple fingers, would often trigger unintended verbalization of
the point densities.

The haptic feedback from the tactile dots made it easy to count during
continuous dragging, whereas in the TactualPlot system, dragging did
not provide exact density estimates: “no, tactile graphics, I could feel
the dots. You know, so that was not my problem, counting them; figuring
out—okay, this is, this is the trend, whatever. The audio was a little
bit, means, I was not 100% sure. But, it was when you said you know,
roughly how many and I said okay, so I counted... one place there’s
seven, one place was three, then there was two... five... four. That’s
how I estimated the number.”

When asked if the interface should convey the presence of non-

sampled data points—-i.e., points that the user failed to touch—our
collaborator indicated that this would help users better understand what
they might have missed, especially when analyzing non-synthetic data:
“Oh, you don’t need to tell me if I'm looking at real data. Yeah, I'm
trying to figure it out, you know, if I pan it like like left and right and
whatever. . . If it has given me the music then I will be able to figure
it out that way. Okay, because the points [with] the music in it, it’s
getting closer and closer.” Our collaborator felt that dataset familiarity
may help identify non-sampled data; and explicitly communicating
non-sampled data might be helpful to increase confidence. But it’s
possible that with enough awareness of the data, users may not need
the explicit feature to convey the presence of non-sampled points.

6 DESIGN REVIEW

Our goal with TactualPlot is to provide a hybrid representation com-
bining tactile input with sonified output, thereby addressing challenges
with both. While we do not anticipate that the approach will be a perfect
replacement for a fully dynamic tactile display, we want to provide an
acceptable substitute using current touchscreen devices.

To validate the approach, we conducted an expert design review [53]
with two blind individuals with domain expertise in statistics and Braille.
Our research study was approved both by our university’s IRB (ethical
review board) as well as the Research Advisory Council of the National
Federation of the Blind (NFB) in Baltimore, MD, USA.



- T1 -

. T3 T4

80 80
70 e 70
a0 R ..'l N .
50 e 50

T T T T T )
1 12 14 16 18 20

T 1
8 10 12 14 16 18 2 o 2 4 & 8

T T T T T
0 12 14 16 18 20

Fig. 8: Comparison of touch behavior. Touch interaction for TactualPlot (T) and tactile graphics (TG) for 8 Numerosity (N) task trials. 8
datasets were selected randomly from a set of 12. The red circles represent discrete taps and the green finger trails indicate continuous panning.
First Row ( TactualPlot, T1-T4): Collaborator uses more taps to estimate values in a quadrant, except in T3, where estimates were calculated with
only tapping. Second Row (Tactile Graphics, TGI1-TG4): Collaborator uses more panning to estimate numerosity. We observed that continuous
(mapped to non-verbal sound output) and discrete (mapped to speech output) interactions were useful to complete tasks for both plots.

Table 2: Performance comparison. Comparing Tactile Graphics and TactualPlot for the Numerosity (N) task.

ID DATA VOLUME DATA SCATTER POLARITY QUADRANT  ESTIMATED VALUE ACTUAL VALUE
Tactile Graphics

- TG1 10 Medium N Bottom-Right 4 5
-TG2 10 Low P Bottom-Left 6 9
- TG3 10 Low P Top-Right 0 0
- TG4 10 High N Top-Left 4 5
TactualPlot

-Tl 10 Medium N Bottom-Left 0 0
-T2 10 Low P Bottom-Right 1 1
-T3 50 Low N Top-Left 20 17
-T4 50 High P Bottom-Left 15 24

6.1

We recruited two participants for our expert design review (2 female)
through a local NFB chapter. Demographic details of the reviewers are
available in Table 3. Both reviewers were blind screenreader users, and
reviewer R1 was also hard of hearing with a Cochlear implant. R1 uses
an omni-directional microphone to amplify the sound of the hearing
aids. During our session, we connected our system to a Bluetooth
speaker and placed it next to her microphone. R1 was recruited for her
knowledge of statistics, and R2 for her expertise as a Braille proofreader.
The study was conducted in-person because of the need for specialized
equipment. To promote participation for people with limited mobility,
all sessions were conducted at a public library close to the reviewers’
own homes. Reviewers were compensated with a gift card worth $50
for their time and effort.

Participants

6.2 Method and Insights

Tutorial. We introduced our “touching data” presenting tactile
graphics and TactualPlot together to allow the reviewers to compare
and contrast both approaches. From our formative design sessions, we
learned that connecting and abstracting spatial information to scatterplot

Table 3: Expert reviewer demographics and experience.

ID Age Gender Education Recruitment criteria
R1 59 Female  Master’s degree Statistics knowledge
R2 60 Female  Bachelor’s degree  Braille expertise

tasks requires understanding of the visual structure. The researcher
explained the concepts of “positive and negative trends”, “scatter”, and

how to perceive a trend with an understanding of point density.

Free Exploration. After receiving confirmation that they had a
basic understanding of the sound mapping and interactions, we asked
our reviewers to attempt trend (t) tasks 1. Reviewers were asked to
freely explore 4 datasets with a low scatter level and both polarities.

‘We asked our reviewers to think aloud so that the researcher could
provide assistance when needed. They could use the equivalent tactile
graphic as their “help” system, if needed. At the end of the exploration,
the researcher conducted a design debrief to understand how to improve
the usability of the TactualPlot technique.



Results. Both our reviewers able to use the features of the system
to locate the data points, and perceive some of the semantics of the
scatterplot such as angles from the reference axes, clustering and spread
along a linear line: (R1) “Ah, yes. So once you find the one dot, you try
to basically hold... You have one hand... hold the dot, and then go over
to the Y-axis and then one down to the X-axis. Just as, as you normally
would with a protractor back in the day.” With more time spent on free
exploration, R1 started abstracting the spatial and sound information
towards identifying the data trend: “It [pitch]] doesn’t seem to be going
up as fast, and it [pitch] starts out lower. The sound is not as as high.
At least to me, to me. So, I don’t think it seems. And because it sounds
lower, I think that the plot is more spread out.”

R2 highlighted the trade offs between tactile plots and TactualPlot
and believed that she prefers tactile plots because she is more attuned
to “reading quickly” with multiple fingers. R2 pointed out the difficulty
in understanding which finger was producing the sound when many
fingers are touching the screen.

Both reviewers needed more time to effectively interpret crossmodal
substitution: “So, but I think intuitively, it, it has a lot of sense. If, you
know, you can just, you know, I think, get used to some, some of maybe
the technical things, like I, I'm, you know, I didn’t get a computer until
I was like, in my 30s. So, some of it, it may be just more like technical.”

7 DISCUSSION

Our longitudinal participatory design method allowed us to make better
design decisions towards discovering the strengths and limitations of
crossmodal substitutions. Secondly, our comparison to tactile graphics
provided an opportunity to better understand touch-bases data explo-
ration strategies which are crucial in helping with graphical perception
in touchscreens [23]. Below, we describe the challenges that our partic-
ipants faced while using our technique and discuss solutions that can
be introduced to improve touchscreen data accessibility.

7.1 Improving Crossmodal Sensory Substitution

Continuously touching data could be better for understanding trends,
but for certain tasks where accuracy of the touch location matters, we
noticed accidental touches that could add complexity to interpreting
the data. Discrete actions on the other hand are slower but provide
more control. Accidental touches can be a problem in sonified scatter
plots, as they can lead to unintended disruptions during data exploration.
Additionally, discrete interactions could be leveraged towards providing
more granularity [61] by allowing the user to drill-down into the data.
Introducing a grid structure [7] and other scaffolds such as rulers can
help users understand the spatial relationships between data points more
easily. Guiding sounds can be played to ensure that users confidently
sample all the data points necessary to complete a data task [40]. For
example, you could imagine designing an audio version of the Halo [6]
technique that uses concentric rings to display off-screen targets.

Tactile graphics can provide better parallel access to data, allowing
blind users to explore the plot more efficiently. As we observed during
our assessments, careful sound design is needed to ensure that users
are not overwhelmed by sound and speech. Designing pleasant and
engaging soundscapes can help improve the user experience.

Voice interactions and question-answering [32] can be a useful ad-
dition to our technique; allowing users to interact with the plot using
spoken commands or queries for data related tasks while relying on
touch to perceive the chart structure. For large-scale data sets, it may
be useful to provide aggregate functions, such as summary statistics
or clustering, to help users identify patterns and trends in the data. In
addition to providing more information, listening to summary statistics
may also improve confidence during data exploration.

Our results show that understanding data spread is achievable by
listening to sonified data densities. Initially, we mapped individual point
values to pitches, and realized that simultaneously playing multiple
pitches (tones) on many data points being touched led to cacophony.
We use non-verbal sound is used to convey spatial patterns and help
identify data trends, while data values and counts are verbalized through
speech. Data values can be mapped to acoustic parameters such as
frequency, loudness, timbre, or tempo; but sonification design needs to

be empirically evaluated for blind individuals owing to varying sound
perception abilities [55,56]. We recommend empirically designing and
evaluating sound design while employing audio parameters, such as
spatial audio for localization, familiar sounds [27], multiple timbres and
acoustic dimensions, to improve visualization task performance [58]
for chart representations that use multiple visual channels.

Finally, another low-cost and readily available modality that we
could explore—either in in conjunction with or as a replacement for
sound—is vibrotactile feedback [12,42]. Vibration may serve as an
even better output channel because touching a high-density area of data
would seemingly yield a large amount of “friction.” Specialized vibro-
tactile hardware could go even further; for example, the HoloBraille
system [38] uses a custom-made case to independently convey vibro-
tactile output for six areas representing the dots in a Braille character.

7.2 Limitations and Future Work

There are several caveats and limitations with our work. For example,
the number of participants in our evaluation was small (one in our for-
mative design, and two in our expert review). While this is a fair point,
our recent experiences in designing assistive technology for accessible
visualization tell us to move slowly and deliberately, ensuring buy-in
from the blind community at all times. In retrospect, the insights gained
in this research are a direct result of the careful participatory design
method. While we are confident in the state of TactualPlot, we also feel
that the technique would benefit from a wider and more quantitative
evaluation involving a diverse set of participants. In fact, given the
software-only nature of the tool, we believe a large-scale crowdsourced
study would eventually be possible once we improve the interface, and
also develop the right scaffolding to teach spatial data perception using
crossmodal substitution. Additionally, the stimuli that we used did not
contain real data, and the sound design was not experimentally vali-
dated. In the future, we plan to experimentally determine how spatial
audio can be used to help users navigate and interpret chart data.

In this paper, we only collected data that helped us understand low-
level data tasks. Future work can focus on exploring touchscreen and
other system logs to understand how blind users explore the chart
canvas during both low-level visualization and high-level visualization
tasks [8]. Furthermore, we hope to tackle statistical graphics such
as barcharts, piecharts, and linecharts in the future. For all of these
charts, we would utilize the same crossmodal approach where the
user’s fingertips are used to “touch” data points represented using these
different graphics, as if they were tactile graphics.

Another potential weakness is that despite our best efforts, explo-
ration using tactile graphics made our participants more confident in
their answers when compared to TactualPlot. However, this is not
surprising; paper-based tactile graphics are essentially best in class for
perceiving spatial data representations, and they have an important lim-
itation: they are not dynamic. For comparison, we ended up spending
approximately $30 ($1.50 per sheet) in total on the swell touch paper
used in this study, and printing a single sheet was both cumbersome and
inconvenient. Once refreshable tactile displays such as the DTD are
widely available, the need for software-only tools such as TactualPlot
might diminish. However, that day is still in the future, and even when
it comes, their cost will likely exceed existing smartphone devices.

8 CONCLUSION

We have presented TactualPlot, a multitouch-actuated scatterplot dis-
play for blind users that yields data density sonified using pitch. This
crossing from one sense—touch—to another—sound—is an example
of crossmodal sensory substitution. The primary contribution of our
work is the in-depth design process and qualitative validation that we
conducted for TactualPlot. Together with our blind collaborator, we
have described this process of designing a novel form of assistive tech-
nology for data visualization. We derive a technique that can be used
to design touch-based interactions for 2D scatterplots on touchscreen
devices. We feel that our account in this paper contributes to the science
and design of accessible data visualization, and we are eager to see how
our findings impact the community.
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