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Find the maximum margin hyperplane

>
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Find the maximum margin hyperplane

Which are the support vectors?
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Walkthrough example: building an SVM over the data shown

Working geometrically:
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Walkthrough example: building an SVM over the data shown

Working geometrically:

e If you got 0 =.5x+ y—2.75, close!
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Walkthrough example: building an SVM over the data shown

Working geometrically:
e If you got 0 =.5x+ y—2.75, close!

e Set up system of equations

3
5W1+2W2+b:0 (2)
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Walkthrough example: building an SVM over the data shown

Working geometrically:

* If you got 0 = .5x + y —2.75, close! 3 A
e Set up system of equations
2
Wi+ wp + b=—1 (1)
gw1+2wg+b:0 @ ¢
2wy 43w + b= +1 (3) 0

The SVM decision boundary is:

0 2 +4 11
= —X -y ——
5 5y 5
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Cannonical Form

Wy X4 + Wo Xo +b
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Cannonical Form

.4)(1 =+ .8X2 —2.2
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Cannonical Form

Axy + .8x,—2.2

© 4-1+.81-22=—1
° 4-34.8.2=0

© .4.24.8:3—22=+1
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What’s the margin?

¢ Distance to closest point
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What’s the margin?

¢ Distance to closest point
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What’s the margin?

¢ Distance to closest point

e Weight vector
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What’s the margin?

¢ Distance to closest point

e Weight vector

5 5
_ e (5)

1 1 1
Wil EF+ar VB VA2

Introduction to Data Science Algorithms | Boyd-Graber and Paul SVM | 5of11



Slack Example

Decision function:
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Slack Example

Decision function:

_1 1
w=| * [ib=—
4 4 11

T T T T T T T T T

e What are the
support vectors? 2r

|
w
T T
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Slack Example

Decision function:

_1 1
s il
48
o
i
o
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i
e What are the 3
support vectors? 2r
ol
¢ Which have ol
el

non-zero slack?
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Slack Example

Decision function:

_1 1
s il
4
o
i
o
Hi
i
e What are the 3
support vectors? 2r
ol
¢ Which have ol
i

non-zero slack?

* Compute g, ¢
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Computing slack

Yi(W;-x; +b)>21-¢&; (6)
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Computing slack

Yi(W;-x; +b)>21-¢&; (6)

Point B
ys(Wg-xg+b) = (7)
—1 (—0.25'—5—1—0.25' 1 —0.25) =—1.25 (8)

Thus, Eg=2.25
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Computing slack

Yi(Wi-x+b) 2 1-=&; (6)
Point B
y8(Ws - X+ b) = (7)
—1 (—0.25'—5—1—0.25- 1 —0.25) =-—1.25 (8)
Thus, Eg=2.25
Point E
Ye(We - xe +b) = )
1(—0.25-6+0.25-3 +—0.25) = —1 (10)
Thus, Eg =2
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Slack Example

Decision function:

0 81 oD

w= 5 b=-—5 It

2@ . R s OH @F:
1 @B oG
OF @ A

-1t Decision Boundary o !

S S S S L
-5 -4 -3-2-10 1 2 3 4 5 6 7 8 9
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Slack Example

Decision function:

0 81 oD

w= 5 b=-5 JL

e What are the 3 ol
support vectors? 2l ec o b @ - @
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-1t Decision Boundary o !

S S S S L
-5 -4 -3-2-10 1 2 3 4 5 6 7 8 9
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Slack Example

Decision function:

8 oD
w= g b=-—5 7t
ol
sl
al
e What are the 3 ol
support vectors? 2l ec o b @ - @
* Which have Hes *6
non-zero slack? open
_1f Decision Boundary P

S S S S L
-5 -4 -3-2-10 1 2 3 4 5 6 7 8 9
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Slack Example

Decision function:

8f ®n
W:[ g ];b:—S 51
oL
o
Al
e What are the 3 o !
support vectors? 2l ec o b @ - @
e Which have res ¢c
non-zero slack? o en
s Decision Boundary P
* Compute £4,8¢ e R
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Computing slack

Yi(W;-x; +b)>21-¢&; (11)
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Computing slack

Yi(W;-x; +b)>21-¢&; (11)
Point A
Ya(Wa-xa+b) = (12)
1(0-—5+2-0+-5)=—5 (13)
Thus, 4 =6
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Computing slack

Yi(Wi-x+b) 2 1-=&; (11)
Point A
Ya(Wa - xa+b) = (12)
1(0-—5+2-0+-5)=—5 (13)
Thus, 4 =6
Point C
ye(We - xc +b) = (14)
1(0-—5+2-2+—5) =—1 (15)
Thus, £ =2
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Which one is better?

5 —
e i

ireh T

R = . ..

* Which decision boundary (wide / narrow) has the better objective?
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Which one is better?

-

* Which decision boundary (wide / narrow) has the better objective?

LT
mng Wi+ g, (16)
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Which one is better?

o0 S
el
et
L= 227017 2o 0625
_W _ — — —_— pr—
2 o\ 4 "4 {
(16)
D &i=4.25 (17)
i

e Which decision boundary (wide / narrow) has the better objective?

LI
min ~lwl +CZ§, (18)
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Which one is better?

| —
1||w||2:00625 (16) 1||w||2:1(.22):2 (18)
2 ' 2 2

25,24.25 (17) Zg,:s (19)

e Which decision boundary (wide / narrow) has the better objective?

LT
mng Wi+ g, (20)
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Which one is better?

N 1

1 1
§||w||2:0.0625 (16) 5|IW||2:2 (18)

25,24.25 (17) Zg,:s (19)

e Which decision boundary (wide / narrow) has the better objective?

I PN
mm'/HEHW“ +CZ§; (20)

* In this case it doesn't matter. Common C values: 1.0,
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Importance of C

¢ Need to do cross-validation to select C
* Don't trust default values

* Look at values with high &; are they bad data?
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Importance of C

Need to do cross-validation to select C

Don’t trust default values

Look at values with high &£; are they bad data?

Other courses: how to find w
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QFR

e Tenure

o Research

o Service
| have always found that mercy bears o Grad Teaching/Advising

richer fruits than strict justice. o Undergrad Teaching

* QFR are like my grades

* Numbers are insanely important
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