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Linear Regression Predictions

dimension weight
b 1 © x; ={0.0,0.0}; ys=
wy 2.0 O x;=1{1.0,1.0}; y»=
Wy —1.0 O x3=1{52}; y3=
o 1.0
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Linear Regression Predictions

dimension weight
b ] © x;=1{0.0,0.0}; y;=1.0
wy 2.0 O x;=1{1.0,1.0}; y»=
Wy —1.0 O x3=1{52}; y3=
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Linear Regression Predictions

dimension  weight
b 1 © x;={0.0,0.0}; y4=1.0
Wy 2.0 0 x, ={1.0,1.0}; y»=2.0
Wo —1.0 9 X3 = {5,2}, Ya=
o 1.0
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Linear Regression Predictions

dimension  weight
b 1 © x; =1{0.0,0.0}; y;=1.0
Wy 2.0 0 x, ={1.0,1.0}; y»=2.0
Wo —1.0 O x3=1{5,2}; y3=0.0
o 1.0
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Probabilities

dimension weight

wy 1

wy 2.0

Wy —1.0

o 1.0 ® p(y; =1|x; ={0.0,0.0}) =

O p(y,=3|x,={1.0,1.0}) =

p O p(ys=—1Ix3=1{52}) =
plylx) =y~ N(b+2w,-x,-,02)
j=1
exp{—UF)

p(ylx)= Jom
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Probabilities

dimension weight

wy 1

wy 2.0

Wy —1.0

o 1.0 © p(y; =1|x; ={0.0,0.0}) = 0.399

O p(y,=3|x,={1.0,1.0}) =

p O p(ys=—1Ix3=1{52}) =
plylx) =y~ N(b+2w,-x,-,02)
j=1
exp{—UF)

p(ylx)= Jom
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Probabilities

dimension weight

wy 1

wy 2.0

Wy —1.0

o 1.0 © p(y; =1|x; ={0.0,0.0}) = 0.399

O p(y> =3|x, ={1.0,1.0}) = 0.242

p O p(ys=—1Ix3=1{52}) =
plylx) =y~ N(b+2w,-x,-,02)
j=1
exp{—UF)

p(ylx)= Jom
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Probabilities

dimension weight

wy 1

wy 2.0

Wy —1.0

o 1.0 © p(y; =1|x; ={0.0,0.0}) = 0.399

O p(y> =3|x, ={1.0,1.0}) = 0.242

b O p(ys=—1Ix3=1{5,2}) =0.242
plylx) =y~ N(b+2w,-x,-,02)

=1
exp{—UF)

p(ylx)= Tom

Introduction to Data Science Algorithms |  Boyd-Graber and Paul Supervised Learning | 30f10



Outline

@ Linear Regression Objective
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Consider these points and data

Data: (1,1);(2,2.5);(3,2.5)
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1b=0 T~

Which is the better OLS solution?
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1b=0 T~

Blue! It has lower RSS.
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1b=0 T~

What is the RSS of the better solution?
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1,b=0 T

st =3((1-1)*+(25-2)* +(25-3)*) =3
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1b=0 T~

What is the RSS of the red line?
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Consider these points and data

Data: (1,1):(2,2.5); (3,2.5)

w=.75,b=.25

w=1b=0 T~

st =3 (-1 + (-7 +(25-258) =35
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Reminder: Logistic Regression

1

Fly=0lx)= 1+exp[Bo+ D BiXi] W
B B exp[Bo+ D BiXi]

Fly=1x= 1+exp[Bo+ D BiXi] @

* Discriminative prediction: p(y|x)
e (Classification uses: ad placement, spam detection

* What we didn’t talk about is how to learn  from data
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Logistic Regression: Objective Function

£ =Inp(Y|X,PB) Zlnpy(’Nx(f B) (3)

= Zy(j) (/30 + Z/a’,x,(j)) —In{1+exp (/30 + Zﬂ"xf(/)ﬂ
j i i

(4)
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Algorithm

© |Initialize a vector B to be all zeros
® Fort=1,...,T
o For each example X;, y; and feature j:
Compute 7; =Pr(y; =1]X)
Set B[] =BlI +n(yi—mi)x;
® Output the parameters B4,..., Bqg.
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Example Documents

BUI=B+n(yi—m)x
B =(Bbias =0,B4=0,B5=0,Bc =0, Bp=0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

You first see the positive example. First, compute 74
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Example Documents

BU =Bl +n(yi—m)x
8 =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

You first see the positive example. First, compute 74

> expBTx
My =Pr(yy =1|%) = 22020 =
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Example Documents

BU =Bl +n(yi—m)x
8 =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

You first see the positive example. First, compute 74

_ 412y epBTx _ exp0
Ty =Pr(y; =1[X) = TTexppTx — axp017 — 0-D
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

1y = 0.5 What'’s the update for Bp;;s?
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1 =1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bp;as?
Bhias = Bras + 1 (Y1 — 1) - X1 pias = 0.0+ 1.0-(1.0—0.5) - 1.0
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1 =1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bp;as?
Bhias = Bras + 1 (Y1 — 1) - X1 pias = 0.04+1.0-(1.0—-0.5) - 1.0  =0.5
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 47
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 5,7
Ba=PBa+1-(y1—m1) x1,4=0.0+1.0-(1.0—-0.5)-4.0
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 5,7
Ba=PBa+1n-(y1—m1) x,4=0.0+1.0-(1.0-0.5)-4.0 =2.0

Introduction to Data Science Algorithms |  Boyd-Graber and Paul Supervised Learning | 90f10



Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
Bs=PBL+n-(y1—m) x,5=00+1.0-(1.0-0.5)-3.0
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
Bs=Ps+n-(y1—m1)-x,5=0.0+1.0-(1.0-05)-3.0 =1.5
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
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Example Documents

BU =Bl +n(yi—m)x
8 =(0,0,0,0,0)

yy =1 ¥> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
Be=PBL+n-(y1—m1) x,c=0.0+1.0-(1.0—0.5)-1.0
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Example Documents

BU =Bl +n(yi—m)x
8 =(0,0,0,0,0)

yy =1 ¥> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
Bo=PBL+1n-(y1—m1) %c=00+1.0-(1.0—-05)-1.0 =0.5
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Example Documents

BU =Bl +n(yi—m)x
£ =(0,0,0,0,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 8,?
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 35?
Bo=PBL+n-(yi—m1) x,p=0.0+1.0-(1.0—0.5)-0.0
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Example Documents

Bl =B+ n(yi—mi)x
£ =(0,0,0,0,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 35?
Bo=PBL+n-(yi—m1) x,p=0.0+1.0-(1.0—05)-0.0 =0.0
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

Now you see the negative example. What’s 75?
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

yi =1 y> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

Now you see the negative example. What’s 75?
_ 412y epB’x _ exp{5+1.5+1.5+0}
T =Pr(ya=11%) = THexpBTx, — EXP{5+15+15+01+1
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

yi =1 y> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

Now you see the negative example. What’s 75?
_ 412y epB’x _ exp{5+1.5+1.5+0}
T =Pr(ya=11%) = TTexpBTx — exXploris1is4oj+1 — 0-97
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Example Documents

BU=BU+n(yi—mi)xi
B =(5,2,1.5,0.5,0)

y1=1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

Now you see the negative example. What's 77,7
T, =0.97
What's the update for Bp;zs?
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Example Documents

BU=Bl1+n(yi—m)x
B =(5,2,1.5,0.5,0)

yi =1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bp;as?
Bhias = Bhias + 1 (Y2—T2)  Xo,pias = 0.5 +1.0-(0.0—0.97) - 1.0
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Example Documents

BU=Bl1+n(yi—m)x
B =(5,2,1.5,0.5,0)

yi =1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bp;as?
Bhias = Bras + 1 (Ya—2) - Xo,pias = 0.5+ 1.0-(0.0-0.97)- 1.0 =-0.47
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Example Documents

BU=Bl1+n(yi—m)xi
B =(5,2,1.5,0.5,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 47
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 5,7
ﬁA = ﬁ;‘ + T) . (y2 —77.'2) . XZ,A =20 + 1.0- (00_0.97) -0.0

Introduction to Data Science Algorithms |  Boyd-Graber and Paul Supervised Learning | 90f10



Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 5,7
Ba=PBa+1n(ya—72) X4 =2.0+1.0-(0.0-0.97)-0.0 =2.0
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Example Documents

BU=Bl1+n(yi—m)xi
B =(5,2,1.5,0.5,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
Be=Bh+n(Ya—72) Xp5=1.5+1.0-(0.0—0.97)-1.0
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for Bg?
Bs=PBhL+1 (Yo—T2) Xo5=15+1.0-(0.0—0.97)-1.0 =0.53
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Example Documents

BU=Bl1+n(yi—m)xi
B =(5,2,1.5,0.5,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
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Example Documents

BUl=BU1+n(yi—mi)x
f =(5,2,1.5,0.5,0)

yy =1 ¥> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
Bo=PBL+1"(Yo—T2) Xo,c =0.5+1.0-(0.0—0.97)-3.0
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Example Documents

BUl=BU1+n(yi—mi)x
f =(5,2,1.5,0.5,0)

yy =1 ¥> =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 3,7
Bo=PBL+1(Yo—T2) Xo,c =05+1.0-(0.0—0.97)-3.0 =-2.41
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Example Documents

BU=Bl1+n(yi—m)xi
B =(5,2,1.5,0.5,0)

y1=1 Yo =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 8,?
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 35?
Bo=PBL+1"(Ya—72) Xo,p =0.0+1.0-(0.0—0.97) - 4.0
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Example Documents

BU=BL1+n(yi—m)x
B =(5,2,1.5,0.5,0)

y1 =1 Y2 =0
AAAABBBC BCCCDDDD
(Assume step size n =1.0.)

What's the update for 35?
Bo=BL+n(Ya—72) Xpp=0.0+1.0-(0.0—0.97)-4.0 =-3.88
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Recap

e Linear Regression
¢ Logistic Regression

e HWS5: Implement SGD for logistic regression
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	Linear Regression Objective

