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Conveying Uncertainty

e Suppose you make a measurement (e.g., a poll)

Often useful to show all uq that could be excluded given the
measurement

* Fixed a

Confidence interval
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z-distribution Confidence

* Assume known variance o

* You observe {x;...xy}
¢ Obtain mean X
¢ Recall test statistic _
= (1)
VN
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z-distribution Confidence

* Assume known variance o

* You observe {x;...xy}
¢ Obtain mean X
¢ Recall test statistic _
X—u
s (1)
VN
¢ For what u would we not reject the null?
[ ]

Note that X and u are symmetric

Introduction to Data Science Algorithms |  Boyd-Graber and Paul Hypothesis Testing II: Confidence Intervals | 3of4



From the Distribution

Sampling Distribution of Means

1

0% 10% 20% 30% 40%

-35E -25E -15E 0SE 1S5E 25E 3SE

* Seta=0.05
* Solve for u = NorCDF(0,0.025)
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From the Distribution

Sampling Distribution of Means

0% 10% 20% 30% 40%

-35E -25E -15E 0SE 1S5E 25E 3SE

* Seta=0.05

* Solve for u = NorCDF(0,0.025)
° x=+1 .96%

e Some people just use 2.0

* More samples — tighter bounds
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