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Chapter 1 
Fundamentals of Quantitative 

Design and Analysis 
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Figure 1.1 Growth in processor performance over 40 years. This chart plots program performance relative to the VAX 11/780 as 
measured by the SPEC integer benchmarks (see Section 1.8). Prior to the mid-1980s, growth in processor performance was largely 
technology-driven and averaged about 22% per year, or doubling performance every 3.5 years. The increase in growth to about 52% 
starting in 1986, or doubling every 2 years, is attributable to more advanced architectural and organizational ideas typified in RISC 
architectures. By 2003 this growth led to a difference in performance of an approximate factor of 25 versus the performance that would 
have occurred if it had continued at the 22% rate. In 2003 the limits of power due to the end of Dennard scaling and the available 
instruction-level parallelism slowed uniprocessor performance to 23% per year until 2011, or doubling every 3.5 years. (The fastest 
SPECintbase performance since 2007 has had automatic parallelization turned on, so uniprocessor speed is harder to gauge. These 
results are limited to single-chip systems with usually four cores per chip.) From 2011 to 2015, the annual improvement was less than 
12%, or doubling every 8 years in part due to the limits of parallelism of Amdahl’s Law. Since 2015, with the end of Moore’s Law, 
improvement has been just 3.5% per year, or doubling every 20 years! Performance for floating-point-oriented calculations follows the 
same trends, but typically has 1% to 2% higher annual growth in each shaded region. Figure 1.11 on page 27 shows the improvement 
in clock rates for these same eras. Because SPEC has changed over the years, performance of newer machines is estimated by a 
scaling factor that relates the performance for different versions of SPEC: SPEC89, SPEC92, SPEC95, SPEC2000, and SPEC2006. 
There are too few results for SPEC2017 to plot yet. 
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Figure 1.2 A summary of the five mainstream computing classes and their system characteristics. Sales in 2015 included 
about 1.6 billion PMDs (90% cell phones), 275 million desktop PCs, and 15 million servers. The total number of embedded 
processors sold was nearly 19 billion. In total, 14.8 billion ARM-technology-based chips were shipped in 2015. Note the wide range 
in system price for servers and embedded systems, which go from USB keys to network routers. For servers, this range arises from 
the need for very large-scale multiprocessor systems for high-end transaction processing. 
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Figure 1.3 Costs rounded to nearest $100,000 of an unavailable system are shown by analyzing the cost of downtime (in 
terms of immediately lost revenue), assuming three different levels of availability, and that downtime is distributed 
uniformly. These data are from Landstrom (2014) and were collected and analyzed by Contingency Planning Research. 
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Figure 1.4 RISC-V registers, names, usage, and calling conventions. In addition to the 32 general-purpose registers (x0–x31), 
RISC-V has 32 floating-point registers (f0–f31) that can hold either a 32-bit single-precision number or a 64-bit double-precision 
number. The registers that are preserved across a procedure call are labeled “Callee” saved. 
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Figure 1.5 Subset of the instructions in RISC-V. RISC-V has a base set of instructions (R64I) and offers optional extensions: 
multiply-divide (RVM), single-precision floating point (RVF), double-precision floating point (RVD). This figure includes RVM and 
the next one shows RVF and RVD. Appendix A gives much more detail on RISC-V. 
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Figure 1.6 Floating point instructions for RISC-V. RISC-V has a base set of instructions (R64I) and offers optional extensions 
for single-precision floating point (RVF) and double-precision floating point (RVD). SP = single precision; DP = double precision. 
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Figure 1.7 The base RISC-V instruction set architecture formats. All instructions are 32 bits long. The R format is for integer 
register-to-register operations, such as ADD, SUB, and so on. The I format is for loads and immediate operations, such as LD and 
ADDI. The B format is for branches and the J format is for jumps and link. The S format is for stores. Having a separate format for 
stores allows the three register specifiers (rd, rs1, rs2) to always be in the same location in all formats. The U format is for the wide 
immediate instructions (LUI, AUIPC). 
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Figure 1.8 Summary of some of the most important functional requirements an architect faces. The left-hand column 
describes the class of requirement, while the right-hand column gives specific examples. The right-hand column also contains 
references to chapters and appendices that deal with the specific issues. 
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Figure 1.9 Log-log plot of bandwidth and latency milestones in Figure 1.10 relative to the first milestone. Note that latency 
improved 8–91 ×, while bandwidth improved about 400–32,000 ×. Except for networking, we note that there were modest 
improvements in latency and bandwidth in the other three technologies in the six years since the last edition: 0%–23% in latency 
and 23%–70% in bandwidth. Updated from Patterson, D., 2004. Latency lags bandwidth. Commun. ACM 47 (10), 71–75. 
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Figure 1.10 Performance milestones over 25–40 years for microprocessors, memory, networks, and disks. The 
microprocessor milestones are several generations of IA-32 processors, going from a 16-bit bus, microcoded 80286 to a 64-bit 
bus, multicore, out-of-order execution, superpipelined Core i7. Memory module milestones go from 16-bit-wide, plain DRAM to 
64-bit-wide double data rate version 3 synchronous DRAM. Ethernet advanced from 10 Mbits/s to 400 Gbits/s. Disk milestones 
are based on rotation speed, improving from 3600 to 15,000 RPM. Each case is best-case bandwidth, and latency is the time for 
a simple operation assuming no contention. 
Updated from Patterson, D., 2004. Latency lags bandwidth. Commun. ACM 47 (10), 71–75. 
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Figure 1.11 Growth in clock rate of microprocessors in Figure 1.1. Between 1978 and 1986, the clock rate improved less than 
15% per year while performance improved by 22% per year. During the “renaissance period” of 52% performance improvement per 
year between 1986 and 2003, clock rates shot up almost 40% per year. Since then, the clock rate has been nearly flat, growing at 
less than 2% per year, while single processor performance improved recently at just 3.5% per year. 
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Figure 1.12 Energy savings for a server using an AMD Opteron microprocessor, 8 GB of DRAM, and one ATA disk. At 1.8 
GHz, the server can handle at most up to two-thirds of the workload without causing service-level violations, and at 1 GHz, it can 
safely handle only one-third of the workload (Figure 5.11 in Barroso and Hölzle, 2009). 
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Figure 1.13 Comparison of the energy and die area of arithmetic operations and energy cost of accesses to SRAM and 
DRAM. [Azizi][Dally]. Area is for TSMC 45 nm technology node. 
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Figure 1.14 Photograph of an Intel Skylake microprocessor die, which is evaluated in Chapter 4. 
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Figure 1.15 The components of the microprocessor die in Figure 1.14 are labeled with their functions. 
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Figure 1.16 This 200 mm diameter wafer of RISC-V dies was designed by SiFive. It has two types of RISC-V dies using an older, 
larger processing line. An FE310 die is 2.65 mm × 2.72 mm and an SiFive test die that is 2.89 mm × 2.72 mm. The wafer contains 
1846 of the former and 1866 of the latter, totaling 3712 chips. 
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Figure 1.17 SPEC2017 programs and the evolution of the SPEC benchmarks over time, with integer programs above the 
line and floating-point programs below the line. Of the 10 SPEC2017 integer programs, 5 are written in C, 4 in C++., and 1 in 
Fortran. For the floating-point programs, the split is 3 in Fortran, 2 in C++, 2 in C, and 6 in mixed C, C++, and Fortran. The figure 
shows all 82 of the programs in the 1989, 1992, 1995, 2000, 2006, and 2017 releases. Gcc is the senior citizen of the group. Only 
3 integer programs and 3 floating-point programs survived three or more generations. Although a few are carried over from 
generation to generation, the version of the program changes and either the input or the size of the benchmark is often expanded 
to increase its running time and to avoid perturbation in measurement or domination of the execution time by some factor other 
than CPU time. The benchmark descriptions on the left are for SPEC2017 only and do not apply to earlier versions. Programs in 
the same row from different generations of SPEC are generally not related; for example, fpppp is not a CFD code like bwaves. 
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Figure 1.18 Active benchmarks from SPEC as of 2017. 
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Figure 1.19 SPEC2006Cint execution times (in seconds) for the Sun Ultra 5—the reference computer of SPEC2006—and 
execution times and SPECRatios for the AMD A10 and Intel Xeon E5-2690. The final two columns show the ratios of execution 
times and SPEC ratios. This figure demonstrates the irrelevance of the reference computer in relative performance. The ratio of the 
execution times is identical to the ratio of the SPEC ratios, and the ratio of the geometric means (63.7231.91/20.86 = 2.00) is 
identical to the geometric mean of the ratios (2.00). Section 1.11 discusses libquantum, whose performance is orders of magnitude 
higher than the other SPEC benchmarks. 
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Figure 1.20 Three Dell PowerEdge servers being measured and their prices as of July 2016. We calculated the cost of the 
processors by subtracting the cost of a second processor. Similarly, we calculated the overall cost of memory by seeing what the 
cost of extra memory was. Hence the base cost of the server is adjusted by removing the estimated cost of the default processor 
and memory. Chapter 5 describes how these multisocket systems are connected together, and Chapter 6 describes how clusters 
are connected together. 
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Figure 1.21 Power-performance of the three servers in Figure 1.20. Ssj_ops/watt values are on the left axis, with the three 
columns associated with it, and watts are on the right axis, with the three lines associated with it. The horizontal axis shows the 
target workload, as it varies from 100% to Active Idle. The single node R630 has the best ssj_ops/watt at each workload level, but 
R730 consumes the lowest power at each level. 
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Figure 1.22 Predictions of logic transistor dimensions from two editions of the ITRS report. These reports started in 2001, but 
2015 will be the last edition, as the group has disbanded because of waning interest. The only companies that can produce state-of-
the-art logic chips today are GlobalFoundaries, Intel, Samsung, and TSMC, whereas there were 19 when the first ITRS report was 
released. With only four companies left, sharing of plans was too hard to sustain. From IEEE Spectrum, July 2016, “Transistors will 
stop shrinking in 2021, Moore’s Law Roadmap Predicts,” by Rachel Courtland. 
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Figure 1.23 Relative bandwidth for microprocessors, networks, memory, and disks over time, based on data in Figure 1.10. 
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Figure 1.24 Percentage of peak performance for four programs on four multiprocessors scaled to 64 processors. The Earth 
Simulator and X1 are vector processors (see Chapter 4 and Appendix G). Not only did they deliver a higher fraction of peak 
performance, but they also had the highest peak performance and the lowest clock rates. Except for the Paratec program, the 
Power 4 and Itanium 2 systems delivered between 5% and 10% of their peak. From Oliker, L., Canning, A., Carter, J., Shalf, J., 
Ethier, S., 2004. Scientific computations on modern parallel vector systems. In: Proc. ACM/IEEE Conf. on Supercomputing, 
November 6–12, 2004, Pittsburgh, Penn., p. 10. 
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Figure 1.25 List of appendices. 
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Figure 1.26 Manufacturing cost factors for several hypothetical current and future processors. 
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Figure 1.27 Hardware characteristics for general-purpose processor, graphical processing unit-based or custom ASIC-
based system, including measured power (cite ISCA paper). 
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Figure 1.28 Performance characteristics for general-purpose processor, graphical processing unit-based or custom 
ASIC-based system on two neural-net workloads (cite ISCA paper). Workloads A and B are from published results. 
Workload C is a fictional, more general-purpose application. 
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