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ABSTRACT

Spherical microphone arrays provide an ability to compti t
acoustical intensity corresponding to different spatiedations in

a given frame of audio-data. These intensities may be ebxilais

an image and these images updated at a high frame rate teechie
a video stream if the data capture and intensity computatan

be performed sufficiently quickly, there by creating a frarate
audio camera. We describe how such a camera can be built an
the processing done sufficiently quickly using graphicscpss
sors. The joint processing of captured frame-rate audiovatab
images enables applications such as visual identificafiowise
sources, beamforming and noise-suppression in video @ntde-

ing and others, provided it is possible to account for theiaif- Figure 1: A sound image created by beamforming along a set
ferences in the location of the audio and the video camerased® of 8192 directions (a 12864grid in azimuth and elevation), and

on the recognition that the spherical array can be viewedcasia  quantizing the steered response power according to a calpr m
tral projection camera it is possible to perform such jomalgsis.

We provide several examples of real-time applications.

1. INTRODUCTION correspondence and identification of the sound sourceshiRoa
Over the past few years there have been several publicdtiabs  formulation for the geometrically correct warping of theotim-
deal with the use of spherical microphone arrays (see e.,gL,[9 ages, taken from an array and cameras at different locatgores-
16, 4, 15]). Such arrays are seen by some researchers as a meaessary.

to capture a representation of the sound field in the vicoiitthe By recognizing that the spherical array derived sound irmage
array [2], and by others as a means to digitally beamform doun satisfy central projection, a property crucial to geoncegnalysis
from different directions using the array with a relativéigh or- of multi-camera systems [3], we showed [11] how it was pdssib
der beampattern [10, 6], or for nearby sources [7]. Vanedim the  to calibrate camera-spherical array systems, and perfisiony
usual solid spherical arrays have been suggested, ingliimi- guided beamforming. Here, we extend that system to achieve
spherical arrays [5], open arrays [1], concentric arrayb@hers.  frame-rate sound image creation, beamforming, and thespsec
We refer the interested reader to these papers for discisssio ing of the sound image stream along with a simultaneously ac-
A particularly exciting use of these arrays is to steer itdov  quired video-camera image stream, to achieve “imagefeghs
ious directions and create an intensity map of the acoustiep i.e., the ability to warp one image onto the other to deteemin

in various frequency bands via beamforming. The resultmg i  correspondence. The key innovation that enables speediiseto
age, since it is linked with direction can be used to idergidurce modern graphics processors (GPUSs) to do the processirayag{r
location (direction), be related with physical objectslie tvorld rate. In Sec. 2 we provide some background and notation fibr bo
and identify sources of sound and be used in several applisat  spherical arrays and GPUs. In Sec. 3 wefbyidescribe our ex-
that we discuss at the end of the paper. This brings up thérexci  perimental setup. In Sec. 4 we provide details that allowous t
possibility of creating a “sound camera.” achieve high frame-rates. Sec. 5 provides experimentaltses

To be useful, two difficulties must be overcome. The first,
is that the beamforming requires the weighted sum of thei€our

coefficients of all the microphone signals, and multich&spand 2. BACKGROUND

capture, and it has been difficult to achieve frame-rateoperdnce, Beamforming with Spherical Microphone Arrays: Let sound
as would be desirable in applications such as videoconfargn be captured alv microphones at locatio®, = (6, ¢s) on the
noise detection, etc. Second, while qualitative identiiicaof surface of a solid spherical array. Two approaches to thenbea

sound sources with real-world objects (speaking humanisyno forming weights are possible. The modal approach reliesron o
machines, gunshots) can be done via a human observer who hathogonality of the spherical harmonics and quadrature esphere,
knowledge of the environment geometry, for precision and au and decomposes the frequency dependence. It howeveregsquir
tomation the sound images must be captured in conjunctitm wi  knowledge of quadrature weights, and theoretically for adya-
video, and the two must be automatically analyzed to detegmi ture orderP (whose square is related to the number of micro-
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phonesS) can only achieve beampatterns of ordef2 [9, 16]. object such as in Fig. 3), a fundamental matrix that encodes t
The other requires the solution of interpolation problerfisize S calibration parameters of the camera and the parametetseof t
(potentially at each frequency), and building of a table efghts relative transformation (rotation and translation) baewé¢he two

[6]. In each case, to beamform the signal in direc#®r= (0, ) camera frames can be computed. Given a fundamental matrix of

at frequencyf (corresponding to wavenumbkr= 2z f /¢, where a stereo rig it is possible to take points in one cameras auatel

cis the sound speed), we sum up the Fourier transform of ttse pre system and relate them to directly to pixels in the secondecasm
sure at the different microphone#: as coordinate system. Given more video cameras, a complate sol
tion of the 3D scene structure common to the two cameras can be
made, and “image transfer” that allows the transfer of traéaim-
tensity information to actual scene objects made preci§&ilen a
single camera and a microphone array, the transfer can benacc

In the modal case [9] the weightsy are related to the quadra-  plished if we assume that the world is planar (or that it is foe t
ture weightsC}* for the locations{@®.} , and theb,, coefficients surface of a sphere) at a certain range.

obtained from the scattering solution of a plane wave offlalso

sphere

S
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s=1

N n
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)

For the placement of microphones at special quadraturésp@n  Figure 3: A calibration wand consisting of a Knowles micros-
set of unity quadrature weights;* are achieved. In practice, it peaker and an LED collocated at the end of a pencil was used to
was observed [6] that fof®,} at the the so-called Fliege points, obtain the fundamental matrix.

higher order beampatterns were achieved with some noise (ap

proaching that achievable by interpolatioh’ + 1) = /S). In .

our beamformer, we use one order lower than this limit, aed th General Purpose GPU Processing: Recently GPUs have be-
Fliege microphone locations, though we also consider tise ca Ccome an incredibly powerful computing workhorse for praieg

where weights are generated separately and stored in atable ~ computationally intensive highly parallel tasks. RecghtVidia
released the Compute Unified Device Architecture (CUDAhglo

P with the G8800 GPU with a theoretical peak speed of 38083,
which is over two orders of magnitude larger than that of esta
of the art Intel processor. This release provides a C-liké faP
coding the individual processors on the GPU that makes géner
purpose GPU programming much more accessible. CUDA pro-
gramming, however still requires much trial and error, andar-
standing of the nonuniform memory architecture to map alprab

onto it. Inthis paper we map the beamforming, image creaition
age transfer, and beamformed signal computation problertet
GPU to achieve a frame-rate audio-video camera.
} GFLOPS
GB0 = GeForce BB00 GTX Gso
3004 671 = GeForcs 7900 GTX
G70 = GeForce 7800 GTX G71
NV40 = GeForge §800 Ultra o
Figure 2: Epipolar geometry between a video camera (lefi, a ZOO0H | e G70
a spherical array sound camera. The world pdand its im- V30 = GeForce FX 5800
age pointp on the left are connected via a line passing through 100 3.0 GHz
PO.Thus, in the right image the corresponding image ppities wNvis _ NVD Intel Corg2 Duo
on a curve which is the image of this line (and vice versa fage 0 N‘_” = - 2 =% ,
points in the right camera). Jan Jun Apr May Nov Mar Nov
2003 2004 2005 2006

Joint Audio-Video processing and Calibration: In [11] we Figure 4. Peak GFlops for NVIDIA GPUs vs Intel CPUs. GPU
provide a detailed outline of how to use cameras and spliarica  capabilities have been advancing much faster.
rays together and determine the geometric location of aceour
The key observation was that the intensity image at diffefien
quencies created via beamforming using a spherical arralg co
be treated as a central projection (CP) camera, since taesity 3. EXPERIMENTAL SETUP
at each “pixel” is associated with a ray (or its sphericahtamic Audio information was acquired using a previously devetbf&}
reconstruction to a certain order). When two CP cameraswdse solid spherical microphone array of radius 10cm whose sarfa
a scene, they share an “epipolar geometry” (Fig. 2, also3ge [ was embedded with 60 microphones. The signals from the mi-
Given two cameras and several correspondences (via aat@ior ~ crophones are amplified and filtered using two custom 32 alann
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preamplifiers and fed to two National Instruments PCle-GR58i
function data acquisition cards. Each audio stream is szarg

October 21-24, 2007, New Paltz, NY

weight matrix and the corresponding row in the FFT data, gisin
the NVidia CuBlas linear algebra library. The output image i

a rate of 31250 samples per second. The acquired audio is thersegmented into 16 sub-images for each multi-processomidi&a

shipped to an NVidia G8800 GTX GPU installed in a computer
running Windows XP with an Intel Core2 processor and a clock
speed of 2.4GHz with 2GB of Ram. The NVidia G8800 GTX GPU
utilizes a 16 SIMD multiprocessors with On-Chip Shared mgmo
Each of these Multiprocessors is composed of 8 separategproc
sors that operate at 1.35GHz for a total of 128 parallel meoes.
The G8800 is also equipped with 768 MB of onboard memory. In
addition to audio acquisition we also acquire video frantesf

Each multiprocessor is responsible for compiling the beaméd
response power in three frequency bands intoRBEB channels
of the final pixel buffer object. Once this is completed cohis
restored to the CPU and the final image is displayed to thescre
as a texture mapped quad in OpenGL.

On the fly weight computation: In this implementation there
is a much smaller memory footprint. Whereas we needed space
to be allocated for weights on the GPU in the previous algorijt

an orange micro IBot USB2.0 web camera at a resolution of 640 x this one only needs to store the location of the microphorés.
480 pixels and a frame rate of 10 frames per second. The imagesstart up these locations are read from disk and shipped G ¢

are acquired using OpenCV and are also immediately shigped t
the onboard memory of the GPU.

Figure 5: A 2- camera, 2-spherical array system consistfrg o
webcam and spherical array on the left, a hemisphericay ama
the centre table, and a video camera on the right. This paperts
results with the single array and camera on the left.

4. REAL-TIME PROCESSING

Since both pre-computed weights [5] and analytically piésd
weights [9] capable of being generated “on-thg-are used, we
present the generation of images for both cases.

Pre-computed weights: This algorithm proceeds in a two stage
fashion: a precomputation phase (run on the CPU) and a m-ti
GPU component. In stage 1 pixel locations are defined prior to
run-time and the weights are computed using any optimizatio
method as described in the literature. These weights aredsto
on disk and loaded only at Runtime. In general the number of
weights that must be computed for a given audio image is gqual
PMF whereP is the number of audio pixeld/ is the number of
microphones, and’ is the number of frequencies to analyze. Each
of these weights is a complex number of size 8 bytes.

After pre-computation and storage of the beamformer wesight
in the run-time component the weights are read from disk and
shipped to the onboard memory of the GPU. A circular buffer
of size 2048 x 64 is allocated in the CPU memory to temporar-
ily store the incoming audio in a double buffering configioat
Every time 1024 samples are written to this buffer they anaém
diately shipped to a pre-allocated buffer on the GPU. WHike t
GPU processes this frame the second half of the buffer ispopu
lated. This means that in order to process all of the datadh re
time all of the processing must be completed in less then 38ms
not miss any data.

Once audio data is on the GPU we begin by performing an
in place FFT using the cuFFT library in the NVidia CUDA SDK.
A matrix vector product is then performed with each freqyénc

memory. Efficient processing is achieved by making use of the
addition theorem which states that

47
2n+1

P, (cosvy) = Z Y, " (©®)Y," (©;) 3)

where® is the spherical coordinate of the audio pixel addis
the location of thesth microphone;y is the angle between these
two locations and?, is the Legendre polynomial of order This
observation reduces the ordetrsum in Eq. (2) to an ordet sum.
The P,, are defined by a simple recursive formula that is quickly
computed on the GPU for each audio pixel.

The computation of the audio proceeds as follows. First we
load the audio signal onto the GPU and perform an inplace FFT.
We then segment the audio image into 16 tiles and assign each
tile to a multiprocessor of the GPU. Each thread in the exexut
is responsible for computing the response power of a sirigkd p
in the audio image. The only data that the kernel needs tcsacce
is the location of the microphone in order to compgtand the
Fourier coefficients of the 60 microphone signals for aljfren-
cies to be displayed. The weights can then be computed usmng s
ple recursive formula for each of the Hankel, Bessel, aneéhdoe
polynomials in Eq. (2).

While performance of the beamformer may be a bit worse,
there are several benefits to the on-flyeapproach: 1) frequencies
of interest can be changed at runtime with no additionallwead
2) pixel locations can be changed at runtime with little éiddal
overhead3) memory requirements are drastically lower then stor-
ing pre-computed weights.

Beamforming: Once a source location of interest is identi-
fied, we can isolated audio signal associated with that tiirec
The intensity of the audio pixel for a given direction is poop
tional to the Fourier component of the corresponding freque
in the acoustic signal. By computing the intensity of theiaud
pixels for a given location for all frequencies in the michope
array effective frequency band we can recover and isolgteaki
For frequencies outside the effective range of the arrayimplg
append the Fourier coefficients of the raw audio signal frben t
closest microphone.

5. RESULTS

Vision guided beamforming: Several authors have in the past
proposed vision guided beamforming (see e.g., [12]). Thkeaid
is that vision based constraints can help us to not steerghmb
former in directions that are not promising. Often thesest@ints
require the source to lie in some constrained region. Onaatru
difference here is that the quality of the geometric commstsgoro-
vided by the epipolar geometry is much stronger. We illustia
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Fig. 6 this example with a case where a speaker’s voice is beam
formed in the presence of severe noise using location irdbom
from vision. Using a calibrated array-camera combinatios ap-
plied a standard face detection algorithm to the vision ienagd
then used the epipolar line induced by the mouth region ofihe
sion image to search for the source in the audio image.

Figure 7: Image transfer example: A person speaks. Theispher
array image (left) shows a bright spot at the location cgasing
to the mouth. This spot is automatically transferred to tilee
image (where the spot is much bigger, since the pixel reisol atf
video is higher), identifying the noise location as the nmotror a
video see www.umiacs.umd.edu/~ramani/audio_imtramsf.w

-150 100 -50 0 50 100 150 using spherical microphone array and binaural head-tchcke
Azimuth {degrees) playback over headphones with head related transfer famcti
cues, Proc. 119th convention AES, 2005.
Figure 6: A loudspeaker source was played that overwhellmed t [3] R. Hartley and A. Zisserman. Multiple View Geometry in
sound of the speaking person, whose face was detected veite a f Computer Vision. Cambridge University Press, 2000.
detector [8] and the epipolar line corresponding to the imbata- [4] Z.Li, R. Duraiswami, E. Grassi and L.S. Davis, Flexibég1
tion in the vision image was drawn in the audio image. A search out and optimal cancellation of the orthonormality error fo

for a local audio intensity peak along this line in the audimge spherical microphone arrays, ICASSP2004, IV:41-44, 2004.
allowed precise steering of the beam, and made the speatier au [5] Z. Li and R. Duraiswami. “Hemispherical microphone ar-
ble. www.umiacs.umd.edu/~ramani/pubs/face_beamfonmr.w rays for sound capture and beamforming,” Proceedings IEEE

WASPAA, 106-109, 2005.
[6] Z. Li and R. Duraiswami. “Flexible and Optimal Design of

Imagetransfer: Noise source identification via acoustic holog- ~ Spherical Microphone Arrays for Beamforming,” IEEE Trans-
raphy seeks to determine the noise location from remoteuneas actions on Audio, Speech and Language Processing, 15:702-
ments of the acoustic field. Here we add the capacity to Wisual 714, 2007 _ _
identify the source via automatic warping of the sound images ~ [7] Z. Li, The Capture and Recreation of 3D Auditory Scenes,
implementation also has application to areas such as gtdsho Ph.D. Thesis, Department of Computer Science, University o
tection, meeting recording (identifying who's talkingXce We Maryland, 2005.
used the method of precomputed weights. An audio image was[8] R. Lienhart, L. Liang, and A. Kuranov. “A detector tree of
generated at a rate of 30 frames/s and video was acquirect a r boosted classifiers for real-time object detection andkinag’
of 10 frames/s. In order to reduce the effects of incoherrdre Proceedings IEEE ICME, 2:277-280, 2003.
beration and spurious peaks we incorporated a temporal diite ~ [9] J. Meyer & G. Elko, 2002. A Highly Scalable Spherical Mi-
the audio image prior to transfer. Once the audio image iemgen crophone Array Based on an Orthonormal Decomposition of

ated a second GPU kernel is assigned to generate the image tra the Soundfield, IEEE ICASSP 2002, vol. 2, pp. 1781-1784.
fer overlay which is then alpha blended with the video fraifiee [10] J. Meyer & G. Elko, "Spherical Microphone Arrays for 3D

audio video stereo rig was calibrated according to [11]. didio Sound Recording”, in Audio Signal Processing, ed. by Y.
image transfer is also performed in parallel on the GPU ard th Huang and J. Benesty, Kluwer Academic Publishers, 2004
corresponding values are then mapped to a texture and giigbla [11] A. O’Donovan, R. Duraiswami, and J. Neumann. Micro-
over the video frame. To decrease pixilation artifacts temél phone Arrays as Generalized Cameras for Integrated Audio
also performs bilinear interpolation. Though the videorfes are Visual Processing. To appear: Proc. IEEE CVPR, 2007.

only acquired at 10 frames per second the over-laid audigémna [12] C. Choi, D. Kong, S. Lee, K. Park, S. Hong, H. Lee, S. Bang
achieves the same frame rate as the audio camera (30fpgje Fig Y. Lee, S. Kim, “Real-time audio-visual localization of use
shows an image of the transfer of the sound image onto the@vide using microphone array and vision camera,” Proc. IEEE/RSJ
image of a speaking user. IROS, 1935- 1940, 2005.
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