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Broad themes

· What to index (“terms”)

· Tokens (≈ words)

· Stems (Porter)

· “Stopword” removal

· Morphological roots
· “Entity” type (person, location, geopolitical entity, quantity, …)
· Word senses (≈ “meanings”)

· WordNet and other knowledge representations
· Learned using clustering (e.g., Lin’s “semantic classes”)
· Multi-word expressions

· Lexicalized

· Syntactic (from a “constituency parser” or from POS bracketing)
· Statistical

· Dependency triples (head, modifier, dependency type)
· Entity relationships

· Related terms

· Synonyms

· Broader terms

· “Blind” (unsupervised) expansion

· Paraphrase

· Organizing for efficient queries (Harman et al. chapter)
· Goal: find information about documents that contain a term
· Use the “dictionary” to find the “postings file” (Harman et al. fig 3.5)
· Dictionary built in O(n log n) and searched in O(log n)

· On-the-fly updates can be accommodated (e.g., using balanced trees)

· Postings file stored compressed on disk with “term weights”

· Index size is ~5% of text size (or 100% of text size with position)

· Other techniques (clustering and signature files) are now rarely used

· Consequences of the index structure

· “Bag of words” model

· More sophisticated analysis requires a two-pass strategy (e.g., QA)
Resnik’s paper
· Combining normative and descriptive

· Intrinsic vs. extrinsic evaluation

· “dependence on the distribution of items” (page 123)

· Characteristics of WordNet (synsets, granularity, POS-specific hierarchies)
· Incompleteness (e.g., missing word in WordNet)

· Motivation for information theory
· Utility of heuristics (consider: tobacco / horse example)

· Combination of evidence

· Training/test set split

· Supervised learning

· Ontology merging

· Results (table 9): would this be useful for IR?

· Lin’s alternative

Lin’s paper

· Dependency parsing vs. constituency parsing vs. tagging

· Distributional hypothesis

· Similarity of meaning vs. similarity of usage

· Positional vs. dependency “collocations”

