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Some broad themes

· The true cost of search

· Normative vs. descriptive
· Sociology of knowledge creation

Some broad questions

· How do people represent knowledge?

· In what sense is what machines do “knowledge” representation?

· What is the relationship between knowledge representation and ISAR?

· How important is it that a knowledge representation system be comprehensible to a human?
· How could knowledge representation be productively applied in one of the areas suggested as the survey topics on the course Web page?  What knowledge would be required? How do you know what knowledge is required? Where would that knowledge come from?  How would you evaluate the effect of your choices?
Application-oriented questions (e.g., for Narayanan and Harabagiu’s QA paper)
· What knowledge representation approaches and mechanisms are used?

· What knowledge is required?  Where does that knowledge come from?

· How could the system be improved?  For example, other sources of knowledge.

· What other approaches could be used to attack the problem?

Meta-questions
· How do the different types of readings differ?  Why?

· How to avoid drowning in detail?

Knowledge representation mechanisms (Soergel)
· Spreading activation

· Hierarchical inheritance

· Restrictions on values

· Default values

· Procedural attachment
Torsun’s survey chapter on KR + the Fikes/Kehler paper on frames
· Procedural vs. declarative knowledge
· Fikes: Explicit vs. implicit (vs. tacit) knowledge

· Referential ambiguity

· Desiderata (Torsun: Fikes): 
· Expressive power (including incompleteness) 
· Understandability: naturalness, modularity

· Accessibility: sound reasoning, complete reasoning, efficient reasoning
· Tarski: entities, properties, and relationships
· Logic: expressive, sound, complete, modular, declarative.

· Conceptual graphs are a visual analogue using restricted ER diagrams

· Prolog: forward deduction on a large subset of first-order logic

· Backward reasoning is better suited to query processing

· General search problem is NP complete

· Production systems: natural (at small scale), sound, modular, procedural

· Motivated as a cognitive model

· Examples: Machine-aided indexing, Porter stemmer:

Step 1a

    SSES -> SS                         caresses  ->  caress

    IES  -> I                          ponies    ->  poni

                                       ties      ->  ti

    SS   -> SS                         caress    ->  caress

    S    ->                            cats      ->  cat

Step 1b

    (m>0) EED -> EE                    feed      ->  feed

                                       agreed    ->  agree

    (*v*) ED  ->                       plastered ->  plaster

                                       bled      ->  bled

    (*v*) ING ->                       motoring  ->  motor

                                       sing      ->  sing

· Semantic networks: natural, sound, efficient, declarative
· Taxonomy: single inheritance, multiple inheritance

· Typed links: “is-a,” “deep case”

· Examples: Thesauri, WordNet

· Frames: natural, sound, efficient, expressive, complete, declarative+procedural
· Object-oriented: 
· class/subclass/member inheritance
· data/process encapsulation
· Slots can contain: 
· facts, constraints, procedures, links, rules

· none/single/multiple

· class, instance
· Example: MARC, Dublin Core

· Relational databases: modular, efficient, natural, sound, declarative

· Persistent data, concurrency control, resiliency, consistency, associative access, data independence

· Set-based operations

· Object-oriented databases: complete, declarative+procedural

· Set-based operations + navigation

· Critiqued as ad hoc
The “Semantic Web” paper
· Overview

· Today’s Web: presentation of available information

· The “semantic” Web: reasoning using available information 

· Concepts from the example: volume control, treatment, providers, distance, trust, importance, explanation, …

· Key capabilities:

· Concept inventory (URI)

· Data interchange format (XML)

· Relationship description (RDF)

· Meaning resolution process (inheritance, procedural attachment, equivalence, “bootstrapping”)
· Data and inference authoring tools
· Expression language for “proofs”

· Trust management infrastructure (digital signatures)

· Service discovery infrastructure

· Delegation process
· Applications

· Document search
· Database search

· “Intelligent agents” reading data directly
· Cooperating agents in “value chains”
· The example from Jim Hendler’s Web page:

<INSTANCE KEY="http://www.cs.umd.edu/users/hendler/">

<USE-ONTOLOGY ID="cs-dept-ontology" VERSION="1.0" PREFIX="cs" URL= "http://www.cs.umd.edu/projects/plus/SHOE/cs.html" />

<CATEGORY NAME="cs.Professor" FOR="http://www.cs.umd.edu/users/hendler/"/>

<RELATION NAME="cs.member">

  <ARG POS=1 VALUE="http://www.cs.umd.edu/projects/plus/">

   <ARG POS=2 VALUE="http://www.cs.umd.edu/users/hendler/">

</RELATION>

<RELATION NAME="cs.name">

  <ARG POS=2 VALUE="Dr. James Hendler">

</RELATION>

<RELATION NAME="cs.doctoralDegreeFrom">

  <ARG POS=1 VALUE="http://www.cs.umd.edu/users/hendler/">

   <ARG POS=2 VALUE="http://www.brown.edu">

</RELATION>

<RELATION NAME="cs.emailAddress">

  <ARG POS=2 VALUE="hendler@cs.umd.edu">

</RELATION>

<RELATION NAME="cs.head">

   <ARG POS=1 VALUE="http://www.cs.umd.edu/projects/plus/">

   <ARG POS=2 VALUE="http://www.cs.umd.edu/users/hendler/">

</RELATION>
</INSTANCE>

