Example Test Question Answer

IR systems are used iteratively.  Users perform a search, and then refine the search terms based on the documents found.  Recall and precision do not directly reflect the way a person uses the system because they measure the resulting set of one query at a time.

It is very difficult to do an objective evaluation on IR systems in the iterative way they are used.  Attempting to evaluate IR systems in the iterative fashion is expensive and provides inconsistent results.  Doing so requires users to repeat an iterative approach to finding relevant documents in different systems.  Human users cost money and work very slowly, compared to an automatic evaluation.  Also, users will not perform consistently over time.  As they gain expertise with an IR system, their efficiency will improve.  And as they get tired or bored, their performance will decrease.  

So, in lieu of being able to evaluate systems in the way they will be used, a repeatable, fast, and cheap method is necessary.  This is why automated batch evaluations are performed, and measure systems using metrics that weigh the calculated values of precision (percent of returned documents that is relevant) and recall (the percent of relevant documents found).  

Precision and recall provide aspects of the quality of system, but using them forces several assumptions in order to calculate the values.  These assumptions are not always true in practice.

Assumptions inherent with using precision and recall

· Assumes the definition of value is relevance.  Relevance relates a topic and document, so duplicate documents are equally relevant for the measurement, but not equally valuable in reality.  The second copy has no utility to a user.  In practice, value is dependent on the visceral information need, which is disconnected from the formalized need typed in as search terms.

· Assumes that there is something relevant in the collection.  The precision calculation becomes division by 0 if there are no relevant documents, which kills the meaning of any measure that uses recall and precision.

· Assumes judges are representative of future users.  From our homework and class slides, it’s clear to see that judges disagree with each other, sometimes wildly.  A system that ‘recalls in the way judge X thinks’ will be touted by judge X as providing great recall and precision.  But if Judge X has a very unusual perception, his relevance judgments may be the opposite of the user base of a system.  For one example, a test user for our state cables system tried looking for the names of US states, and was dismayed not to find anything in the collection.  

Beyond the precision and recall calculations, more assumptions are made as these factors are put into batch evaluations:

· Assumes the ranked retrieval cutoff is where the user would have stopped looking.  

· Assumes the test collection, topics, search terms, and relevance judgments are similar to the actual collection that a user needs the system for.  A system that does well when tested with a general collection of newspaper articles, for example, may not do well if it is used in a specific domain with a unique jargon like law or medicine.

· Assumes the “law of averages.”  Over a test set, lots of decisions are made for distilling performance all the way down to 1 value.  The TREC results presented in class showed the performance of IR systems in several 1 number summaries such as the mean precision at 10 docs, mean breakeven point, and MAP.  While all of the measurements include aspects of precision and recall, each measurement produced different results.  

The concepts of precision and recall are used together because it is easy to maximize one at the expense of the other.  For example, you can guarantee a high recall by returning the entire collection, but doing so would give a very low precision.

