LBSC 796/INFM 718R Exam

May 18, 2011

You have 2 hours to complete this exam, which will begin after we have read through it together. You may use any materials that existed before the exam session started, whether physical or online. You may not communicate with any other person between the start of this session and the time you turn in your exam (except the professor, of course!), either in person or using an electronic means. You may enter your answers on paper or you may prepare your exam on a computer and email it to the professor.  Additional time will not be allowed in the event of system failures, so if you choose to use a computer you bear that risk.  This exam will be posted on the Web once all registered students have completed it. It would be a violation of academic integrity to discuss any aspect of this exam with, or in the presence of, any person who did not take it at the same time you did, until the exam is posted.
Please answer only as many questions as we ask for.  If you answer more, we will grade them in the order you write the answers until we have the number requested and then stop.  Each question (other than the question about your name) is worth 50 points, for a total of 100 points.

After completing the examination, please handwrite and sign the following honor pledge on the cover of your exam booklet or hand-type it into the file you submit by email: “I pledge on my honor that I have not given or received any unauthorized assistance on this examination.”

Course Goals (from the Web page)
· Appreciate the capabilities and limitations of information retrieval systems. 

· Understand the design and implementation of retrieval systems for text and other media. 

· Evaluate the performance of an information retrieval system. 

· Identify current research problems in information retrieval. 

0. (0 points) What is your name?

Answer all parts of any two of the following four numbered questions:

1. (50 points) Slide 39 in session 9 shows a “stoplight chart” that suggests that designers of search engines can best balance topicality, quality, reliability, cost, and flexibility by integrating evidence from the content of a document, external resources that describe that document in some way, and the behavior of people other than this specific searcher, the document author, or the person providing the description.  
a. (10 points) Briefly name three specific examples, one for each of those types of evidence, that illustrate how Google and/or Bing actually uses that type of evidence.
b. (40 points) Describe the design of a search engine for historical research in archived email collections held by the U.S. National Archives and Records Administration that would use all three types of evidence.  A complete answer to this question will identify one or my sources of evidence of each type, explain how that evidence is obtained, explain how that evidence is combined, and provide an example of how that combined evidence will be used to respond to a query.  Answering this question well should require about a page of text, perhaps along with a formula and/or a diagram.
2. (50 points) In recent years there has been a marked shift from reporting Mean (uninterpolated) Average Precision (MAP) to reporting mean Normalized Discounted Cumulative Gain (NDCG) when seeking to characterize the effectiveness of a ranked retrieval system.  
a. (20 points) Show using simple examples of ranked lists that you create (in each case, for at least two queries) how NDCG and MAP are computed.  You could use the same example for both to compare the results, or you could use related examples to highlight the differences.  You may find the worked example of NDCG on page 296 of the Sanderson reading to be useful, but do not copy that example – make up your own.
b. (30 points) Suggest some reasons why NDCG might be becoming more popular.  You may find it useful to ground some of your arguments in the list of desirable characteristics for evaluation measures on slide 6 in session 5, but there are other desirable characteristics of evaluation measures as well (don’t forget that scientific communication is a social process).  A good answer to this question will identify advantages and disadvantages for MAP and NDCG with reference to different sets of desirable characteristics and then will draw on that analysis to address the broader question of why NDCG is increasing in popularity.

3. (50 points) Search engines are not just useful for finding documents – we can also use them for finding people.  Design a new search engine for “couchsurfing” (see http://www.couchsurfing.org/) in which surfers and hosts each file a brief written report after a visit and then future couchsurfers can use those reports (along with the kinds of metadata and descriptions that couchsurfing.org already provides) to find suitable matches.  The search engine that you design must make good use of the reports as part of its automated processing, but your design must also include a description of the search functions and result display components of the system, and your answer will be graded based on the way in which all of these functions work together to create an effective search system that is easily learned and easily used.

4. (50 points) When a search engine must support same-language search in many different languages, it is common to use character n-grams instead of words or stems.  For example, a character bigram (i.e., a character 2-gram) is a sequence of  two consecutive characters, and character bigram indexing involves building an inverted index of all overlapping two-character sequences.   As a specific example, the bigrams for “Now is” would be “no” “ow” “w_” “_i” “is”.  Note that in this form of character n-gram indexing every character is used (punctuation and spaces are characters that are treated like any other) and for that reason words are not separated into tokens before indexing.
a. (10 points) Build four vectors of character bi-gram counts, one for each of the first 4 words (starting after the (50 points) and ending at the end of the 4th subsequent word) in each of the numbered questions in this exam.  The vectors should contain ONLY the term frequency count (i.e., 0, 1, 2, …).  Treat all characters as lower case, and do not include the space after the 4th word.  You may find it easiest to do this in excel, and to use the underscore character (“_”) to represent a blank space.  If you want to check your work, I found 54 unique bigrams, so you should have 54-dimensional vectors.  You may represent 0 counts as blanks if you like.

b. (30 points) Using the term frequency count as the term weight (i.e., with no IDF computation) compute the cosine for each of those vectors with the vector for the query: 
from the earth to the moon 
and then rank the questions in decreasing order of cosine.
c. (10 points) Treat the sentence for question 3 as the only relevant sentence and compute the average precision for your resulting ranked list.   You must show your work for all three parts of this question to receive credit for your answer to this final part.
------------------------------------------- End ---------------------------------------------
