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Abstract. As we enter the era of machine learning characterized by an
overabundance of data, discovery, organization, and interpretation of the
data in an unsupervised manner becomes a critical need. One promising
approach to this endeavour is the problem of Disentanglement, which
aims at learning the underlying generative latent factors, called the fac-
tors of variation, of the data and encoding them in disjoint latent rep-
resentations. Recent advances have made efforts to solve this problem
for synthetic datasets generated by a fixed set of independent factors of
variation. Here, we propose to extend this to real-world datasets with a
countable number of factors of variations. We propose a novel framework
which augments the latent space of a Variational Autoencoders with
a disentangled space and is trained using a Wake-Sleep-inspired two-
step algorithm for unsupervised disentanglement. Our network learns to
disentangle interpretable, independent factors from the data “one at a
time”, and encode it in different dimensions of the disentangled latent
space, while making no prior assumptions about the number of factors
or their joint distribution. We demonstrate its quantitative and quali-
tative effectiveness by evaluating the latent representations learned on
two synthetic benchmark datasets; DSprites and 3DShapes and on a real
datasets CelebA.

Keywords: Deep learning · Representation learning · Unsupervised Dis-
entanglement.

1 Introduction

Deep learning models, which are now widely adopted across multiple Artifi-
cial Intelligence tasks ranging from vision to music generation to game playing
[16,23,22], owe their success to their ability to learn representations from the
data rather than requiring hand-crafted features. However, this self-learning of
abstract representations comes at the known cost of the resulting representa-
tions being cryptic and inscrutable to human observers [8]. A more comprehen-
sive representation of the data where the essential indivisible, semantic concepts
are encoded in structurally disentangled parts could lead to successful domain
adaptation and transfer learning [1] and facilitate robust downstream learning
more effectively [27]. Learning these latent representations from the data alone
without the need of laborious labeling by human observers constitutes the prob-
lem of Unsupervised Disentanglement. In this work, we attempt to address the
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problem of unsupervised disentanglement via a novel Variational Autoencoder
based framework and training algorithm.

Though there is no commonly accepted formalized notion of disentangle-
ment or validation metrics [11], recent works have characterized disentangled
representations, based on natural intuition. This intuition by [1] states that a
disentangled representation is a representation of the data which encodes each
factor of variation in disjoint sets of the latent representation. [21] state further
that a change in a single factor of variation produces a change in only a subset of
the learned latent representation which corresponds to that factor. Here, a factor
of variation is an abstract human defined concept that assumes different values
for different examples in the dataset. This intuition is closely related to the in-
dependent mechanisms assumption [26] which renders the informative factors as
components of a causal mechanism. This assumption allows interventions on one
factor without affecting the other factors or the representations corresponding
to the other factors and thus can be independently controlled. In our work we
use independent interventions on the learned disentangled representations, which
encode the different factors, to generate samples and restrict the differences in
corresponding representations, of the data and the sample, pertaining to that
factor. This process of using interventions and generating new samples resembles
the sleep phase of the wake-sleep algorithm.

Most current Variational Autoencoder (VAE) based state-of-the-art (SOTA)
make the implicit assumption that there are a fixed number of independent
factors, common for all the data points in the dataset. However in real datasets,
in addition to the independent factors common to all points in the dataset, there
might also be some correlated, noisy factors pertinent to only certain data points.
While the approaches based on Generative Adversarial Networks (GAN) do not
make an assumption, they learn only a subset of the disentangled factors, whose
number is heuristically chosen. We believe however that one of the main goals
of disentanglement is to glean insights to the data, and the number of factors of
variation is generally one that we do not have access to. To this end, our method
augments the entangled latent space of a VAE with a disentangled latent code,
and iteratively encodes each factor, common to all the data points, in a single
disentangled code using interventions. This process allows our model to learn
any number of factors, without prior knowledge or ”hardcoding”, thus making
it better suited for real datasets.

1.1 Main Contributions

Our contributions in the proposed work are:

– We introduce a novel, completely unsupervised method for solving disen-
tanglement, which offers the mode-covering properties of a VAE along with
the interpretability of the factors afforded by the GANs, to better encode
the factors of variations in the disentangled code, while encoding the other
informative factors in the entangled representations.
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– Our proposed model is the first unsupervised method that is capable of
learning an arbitrary number of latent factors via iterative unsupervised
interventions in the latent space.

– We test and evaluate our algorithm on two standard datasets and across
multiple quantitative SOTA metrics and qualitatively on one dataset. Our
qualitative empirical results on synthetic datasets show that our model suc-
cessfully disentangles independent factors. Across all quantitative metrics,
our model generally outperforms existing methods for unsupervised disen-
tanglement.

2 Disentangling One Factor at a Time using Interventions

We base our framework on the VAE which assumes that data x is generated
from a set of latent features z ∈ Rd with a prior p(z). A generator pθ(x|z)
maps the latent features to the high-dimensional data x. The generator, mod-
eled as a neural network, is trained to maximize the total log-likelihood of the
data, log pθ(X). However, due to the intractability of calculating the exact log-
likelihood, the VAE instead maximizes an evidence lower-bound (ELBO) using
an approximate posterior distribution qφ(z|x) modeled by an encoder neural
network. For given data, this encoder projects the data to a lower-dimensional
representation z, such that the data can be reconstructed by the generator given
only the representation. Without any structural constraints, the dimensions of
the inferred latent representation z are informative but entangled. Disjoint La-
tent Sets: To encode the factors of variation in an interpretable way, following
[6] we augment the unstructured variables z with a set of structured variables
c = {c1, c2, · · · , cK} each of which is tasked with disentangling an independent
semantic attribute of the data. We train our network to systematically discern
the meaningful latent factors shared across the dataset into c, from the entangled
representation z, both of which are important to maximize the log-likelihood of
the data. However, it is only the most informative, common factors of variation
encoded in c that we are interested in, as the remaining factors in z are con-
founded and contain the ’noise’ in the dataset, i.e., features that only a few data
samples contain.

The generator is now conditioned both on the disentangled latent codes and
the entangled latent space (c, z) and describes a causal mechanism [27], where
each causal component ck is independently controllable and a change in a par-
ticular index k has no effect on any other index cj(j 6= k). Manipulating each
ck should correspond to a distinct, semantic change, corresponding to the factor
encoded, in the generated sample, without entangling with changes effected by
the other factors or with the entangled code z. To this end, we perform inter-
ventions as proposed in [27] (described in detail below) that go into the latent
code, change a single dimension ck of the disentangled code c while keeping the

0 Code available at https://github.com/DOTFactor/DOTFactor
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other dimensions the same. We generate data from this intervened latent and
then constrain the model to reconstruct the exact change.

To encourage the generator to make distinct changes for each ck that is ma-
nipulated during interventions, we re-encode the data to recover the manipulated
latent representation that was used to generate the data. Thus if the code ci was
manipulated, while keeping the rest cj(j 6= i) and z unchanged, the encoding of
the corresponding generated data must reflect a change only in the manipulated
code ci.

Adversarial Latent Network: Moreover, in order to ensure that interpretable
factors are encoded in the disentangled code c, the changes effected by each ck
must correspond to a semantic change in the generated data corresponding to
a change which could be effected by a factor of variation. For this, the data
generated from the disentangled code manipulation during interventions must
lie in the true data distribution. To ensure this we train a discriminator, like in
[14], in the latent space such that the latent representations after manipulations
continue to lie in the distribution of the encodings of the true data. The encoder
is trained to reduce the distance between the distribution of the representations,
used by the generator to reconstruct the data, and the distribution of the rep-
resentations after they have been intervened on. This in effect helps us train a
generative model which can be conditioned to generate realistic, new samples
with any desired values for the different latent factor. Figure 1 shows the overall
framework which is trained with a two step algorithm inspired by the wake-sleep
algorithm.

Model Structure and Learning: In this section we will detail the training
method, and how to combine the architectural components described earlier. We
augment the latent space z to include a disentangled set of latent codes c with
prior p(c) =

∏K
i=1 p(ci), where p(ci) ∼ N(0, 1). The encoder qφ(c, z|x) is split

into two to model the distributions of the two latent variables as qφ1
(z|x) and

qφ2
(c|x) respectively. Under this augmented space the evidence lower-bound of

the data log-likelihood is as follows:

Lθ,φ = −Eq(x)[Eqφ(c,z|x)[log pθ(x|c, z)] +KL[qφ1
(z|x)||p(z)]

+KL[qφ2(c|x)||p(c)]]
(1)

where q(x) is the empirical training data distribution. The first term in the above
objective function minimizes the error of reconstructing the higher-dimensional
data from it’s lower-dimensional representations. The KL divergence in the sec-
ond and the third terms ensure that posterior distribution learned by the model
is close to the uninformative prior distribution, and can be sampled from for
generating new samples. These three terms together create an information bot-
tleneck in the latent space where only the information relevant to recover the
data is encoded in the representations. This ensures that all the informative
factors of variations are encoded in the representations either in z or in c.
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Fig. 1: The full architecture of Dot-VAE. Input data is fed into an encoder, which
projects the data into two disjoint latent spaces, a disentangled c and entangled
z. Interventions change the value t of a single disentangled latent at index k to
a new value t′ while keeping the other latents unchanged to get the intervened
representation (c′k, z). The adversarial network ensures that the distribution of
the real representations c and the intervened representations c′k is close to each
other. The decoder maps the intervened latents to generated data x̂k. This new
generated data is passed back through the encoder to train the generator to
make distinct and noticeable changes.

Learning One Factor at a Time Since we want each disentangled latent code
ck ∈ c to encode a factor of variation, changes in the value of a latent code ck,
while keeping the others the same, should bring about semantic changes in the
generated samples corresponding only to the encoded factor. The changes should
be such that when the original data and the generated data (after interventions)
are compared, the encoder must be able to discern (1) the index of the changed
latent variable, and (2) by how much it was changed. We enforce these condi-
tions by performing interventions on one code at a time and reconstructing the
latents of the interventions, sequentially. At the beginning of training, we start
with interventions on the first element of the disentangled space c1. Once the
objective in Equation 1 saturates for interventions with c1, we shift the interven-
tions to the next element in the set, c2 along with c1. As the training proceeds,
more dimensions of c are intervened upon together and the network learns to
encode the confounding information into z, while keeping only the disentangled
information in c. For synthetic datasets with a fixed number of factors of vari-
ations, we continue iterating through the elements of c until the entangled part
of the representation z encodes no information i.e. KL(qφ1(z|x)||p(z)) = 0. For
real-world datasets we can continue the iteration until we find a desired number
of factors.

Formally, given a batch B of examples from the data distribution {xi}Bi=1,
which we write as {xi}B for brevity, we first encode the batch to find their
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Fig. 2: Latent traversals for the disentangled code c for 3Dshapes (Left) and
Dsprites dataset (Right). Our method disentangles the informative factors and
encodes them in the different dimensions of c. The top two rows are the original
and reconstructed images, respectively. Each row below the second corresponds
to a traversal. 3DShapes (Left): Each row corresponds to a distinct independent
factor. Rows three through ten correspond to orientation, wall hue, size, scale,
object hue (two rows), floor color (two rows) respectively. This covers all of the
exact factors of variation. In the last row, we can see the model discerned it had
discovered all the factors of variation, and need not encode anything. dSprites:
(Right) Similarly, in dSprites we can also see that the model discerns the factors
in rows 3 through 7: x, y coordinate, size, shape, and orientation.

latent representation {(ci, zi) ∼ q(c, z|xi)}B . We then select an index k ∈ [K]
and proceed to intervene/change the value of the element ck, which we refer

to as {ti}B , of the disentangled code, to {t′i}B (i.e. to the value of another
example tl(l 6= i) at the same dimension ck), for all the representations in the
batch, while keeping the other disentangled codes cj(j 6= k) and the entangled
representations z the same. We change the value only for that code to obtain
our intervened latent representation {c′k

i
= (t′

i
, cij(j 6= k))}B . We then use these

intervened representations to generate a batch of samples {x̂ik ∼ pθ(x|c′k
i
, zi)}B .

The generated samples {x̂ik}B must differ from the data examples {xi}B
only in the factor corresponding to one encoded in ck. To ensure this, we re-
encode the generated samples to reconstruct the intervened latent representation
{ĉik ∼ qφ(c, z|x̂ik)}B and optimize the generator to minimize the reconstruction
cost as follows:

Lθ =
1

B

B∑
i=1

‖ĉik − c′k
i‖2 (2)
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Fig. 3: Traversals over latent space c for the CelebA real-world celebrity dataset.
The dataset consists of cropped headshots of various celebrities. Given a seed
image, we perform a traversal across various latents. Our model successfully pro-
duces reconstructions that correspond to identifiable factors. Like for synthetic
data, some of the latents remain unused; shown are exemplar latents that en-
coded factors of variation. The model learns many more factors as compared to
previous methods such as hair color, skin tone, lighting, etc.

Since we enforce the model to exactly reconstruct the intervened latent repre-
sentation, from the generated samples alone, the generator can only make the
distinct and noticeable change corresponding to the factor encoded in the inter-
vened disentangled code after converging.

Moreover, we want to ensure that manipulations in the disentangled code c
translate to semantic changes in the generated samples thus making them inter-
pretable. To this effect the generator should be constrained to map the intervened
representations to examples which lie strictly in the true data manifold. Instead
we constrain the encoder to reduce the distance between the posterior distribu-
tion qφ2

(c) and the intervened latent distribution p(c′). To this effect we train
an adversarial network Dψ to distinguish between the original representations c
and the intervened representations c′ by maximizing the following objective:

Lψ = Ep(c′)[log(Dψ(c′))] + Ec∼qφ2
(c|x)[log(1−Dψ(c))] (3)

The encoder is in turn trained to fool the discriminator by making the approxi-
mate posterior distribution of c indistinguishable from the intervened represen-
tations c′ by minimizing the following object:

Lφ = Ec∼qφ2
(c|x)[log(1−Dψ(c))] (4)

Since the VAE objective constrains the generator to map the representations
to the true data distribution, to minimize the reconstruction cost in the image
space, the generator now also maps the intervened representations also to the
true data distribution.

We combine the losses in {1, 2, 4} linearly to train the encoder and the
generator to minimize the following objective:

L = Lθ,φ + λLφ + γLθ (5)

The latent discriminator Dψ is trained jointly with the other networks to maxi-
mize the objective Lψ. For the first few epochs, we train the model to maximize
the likelihood with the discriminator loss and only start the interventions after
a few epochs of training.
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Table 1: Comparisons of the popular disentanglement metrics on the dSprites
dataset. A perfect disentanglement corresponds to 1.0 scores. For all scores,
higher is better. The scores are averages over 10 runs with different random
seeds. The values for the GAN-based models were taken from [19]. Our model
outperforms all the VAE-based models while performing comparably with the
GAN-based models. DOT-VAE1 corresponds to the model where intervened val-
ues are the values for other samples for the same intervened index whereas
DOT-VAE2 corresponds to the intervened values sampled from the prior distri-
bution.

Model FactorVAE DCI MIG BetaVAE Modularity Explicitness

β-VAE (24) 0.65 ± .11 0.18 ± .10 0.11 0.83 ± .30 0.82 ± .03 0.81
β-TCVAE 0.76 ± .18 0.30 ± .05 0.18 0.88 ± .18 0.85 ± .03 0.83

FactorVAE(40) 0.75 ± .12 0.26 ± .04 0.15 0.85 ± .15 0.81 ± .02 0.80

InfoGAN∗ 0.82 ± .01 0.60 ± .02 0.22 0.87 ± .01 0.94 ± .01 0.82
InfoGAN-CR∗ 0.88 ± .01 0.71 ± .01 0.37 0.95 ± .01 0.96 0.85

DOT-VAE1 (ours) 0.77 ± .12 0.66 ± .06 0.38 0.95 ± .13 0.86 ± .05 0.86
DOT-VAE2 (ours) 0.72 ± .15 0.72 ± .06 0.34 0.97 ± .18 0.82 ± 0.02 0.84

3 Related Work

Various authors have attempted to learn unsupervised disentangled representa-
tions using generative models in recent years. SOTA for unsupervised disentan-
glement learning can be broadly classified into two categories based on the type
of generative model used; one via Variational Autoencoders (VAE) [15,24], and
another via Generative Adversarial Networks (GAN) [9]. Techniques that use
VAEs have been modifications of the base VAE architecture to further facilitate
a structured latent code. The β-VAE [10] heavily penalize the KL divergence
term thus forcing the learned posterior distribution qφ(z|x) to be independent
like the prior. AnnealedVAE [2] controls the capacity of the latent encoding to al-
low for the independent encoding of the factors. Factor-VAE [14] and β-TCVAE
[3] penalize the total correlation of the aggregated posterior qφ(z) using adver-
sarial and statistical techniques respectively. DIP-VAE [17] forces the covariance
matrix of the aggregated posterior q(z) to be close to the identity matrix by
method of moment matching. Other works improved the performance augment-
ing the latent space to include the discrete factors [5,13], and use optimization
techniques based on annealing to encode information effectively in the discrete
and continuous factors.

Models based on GANs explicitly condition the generator with a set of in-
dependent latent variables c (by concatenation with random noise z), and train
the generator to generate data which has high mutual information with c. The
most prominent work is InfoGAN [4] which learns disentangled, semantically
meaningful representations by maximizing a lower bound on the intractable mu-
tual information between the conditioning latent variables c and the generated
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Table 2: Quantitative comparisons of the disentanglement metrics on the
3DShapes dataset averaged over 10 runs with different random seeds. The results
for other method have been taken from [21]. For all metrics, a higher value indi-
cates a more disentangled latent space. As we can see, DOT-VAE (our model)
outperforms most of previous models.

Model FactorVAE DCI MIG BetaVAE Modularity Explicitness

β-VAE(32) 0.82 ± .24 0.58 ± .40 0.34 0.99 ± .06 0.94 ± .18 0.87
β-TCVAE 0.83 ± .20 0.68 ± .46 0.27 1.00 ± .07 0.96 ± .23 0.92

FactorVAE(20) 0.81 ± .26 0.64 ± .27 0.29 0.98 ± .07 0.95 ± .28 0.94

DOT-VAE1 (ours) 0.95 ± .18 0.80 ± .30 0.42 1.00 ± .04 0.94 ± .19 0.95

samples G(z, c). InfoGAN-CR [19] add a contrastive regularizer to the InfoGAN
model, which is trained to predict the changes in the latent space given only
the pairs of images. [29] augment their objective with a similar self-supervised
learning task. In [20], the authors add orthogonal regularization to encourage in-
dependent representations. In addition, a major difference between the disjoint
sets of InfoGAN and our method is that we explicitly learn the conditioning vari-
ables c, whereas for the GAN-based methods they are pre-determined. Moreover,
we do not need to know the number of factors before-hand and instead learn
them as we continue training.

The authors of [27] introduced the concept of interventions to study the
robustness of the learned representations under the Independent Mechanisms
(IM) assumption [26], while we use the method of interventions while training
the model to disentangle common factors from their entangled set. In [18] a
VAE is used to disentangle representations and then the representations are
passed into a GAN to generate high-fidelity images; our approach instead uses
both VAEs and GANs for disentanglement. In [6] the latent space of entangled
representations is conditioned with a disentangled code, which is learned in a
supervised way using specific attribute discriminators. As far as the authors
are aware, we are the first to split the latent dimension into entangled and
disentangled in a completely unsupervised way, as well as the first to combine
this with interventions, and with incremental learning.

4 Empirical Evaluation

For evaluation, we run experiments on three benchmark datasets: two synthetic
datasets generated from independent ground truth factors of variation; dSprites
[30] and 3DShapes [31]. Each datapoint in these datasets can be exactly described
using their factors of generation. For a real-world dataset, with unknown factors
of variation, we run our model on the CelebA dataset [32]. This dataset has
a copious amount of noise in each sample, and cannot neatly be described as
independent factors.
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Qualitative Analysis To demonstrate the disentangling ability of our model,
we perform traversals across the latent space, and plot the resulting reconstruc-
tion, in line with the standard methods for disentanglement. A model has better
disentanglement capability if a traversal across the latent space matches with a
change in a single generative factor. We demonstrate this both for the synthetic
datasets (Fig. 2), as well as the real-world sets (Fig. 3).

Quantitative Analysis We also evaluate the learned representations us-
ing three kinds of quantitative metrics as described in [28]. Specifically, we use
the FactorVAE[14], the BetaVAE[10]; Mutual Information Gap (MIG)[3] and
Modularity[25]; and the Disentanglement-Completeness-Informativeness (DCI)
[7] and Explicitness [25]. Results for all metrics are found in Table 1 for dSprites
Table 2 for 3DShapes. We used the implementation from [21] to calculate all
metrics.

4.1 Results and Discussion

As we can see in Figure 2, our model successfully disentangles the dSprites and
the 3DShapes dataset, with the traversals showing a change in that latent value
corresponds to a change in the true factor of variation. Importantly, the ”entan-
gled” latent space z encodes no information, and the model was able to, one at a
time, disentangle the relevant factors of variation and encode them in c. This is in
line with our hypothesis for synthetic datasets as the data can be exactly coded
as the independent factors of variation. Our model is able to completely capture
all of the factors of variation for dSprites as well as 3DShapes. We believe part
of the reason for the success is the iterative, one at a time decomposition, which
allows the network itself to discover how many factors there are, contrasted with
prior methods that force the network to factorize the data in a given sized latent
space. While the latent traversals show near perfect disentanglement, some of
the metrics still report a lower value. We believe that this is because the metrics
expect each factor to be completely described by a single latent variable. We
do not restrict a factor to correspond to be encoded by only one latent variable
as doing so amounts to complete unsupervised disentanglement as described in
[21] which has been proved to be impossible. Instead we encode it in a subset
of the latent variables in c. Thus each dimension of c is encodes only one factor
while each factor can be encoded in multiple dimensions of c. This is a common
issue discussed in the community as elaborated by [7]. In Fig. 3, our results for
CelebA show that the model can discern the different factors while maintaining
a low reconstruction error.

4.2 Conclusion

In this work, we present DOT-VAE, or Disentangling One at a Time VAE, a
method of disentangling latent factors of variation in a dataset without any a
priori knowledge of how many factors the dataset contains. We demonstrate that
DOT-VAE is on par with or outperforms state of the art methods for disentan-
glement on standard metrics, and generates crisp, clear and interpretable latent
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traversal reconstructions for qualitative evaluation. Future directions could be
to disentangle multiple datasets together using DOT-VAE while ensuring that
the model reuses the learned factors and does not catastrophically forget them
when new datasets are introduced.
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