
Computational Linguistics I CMSC723, Fall 2010

HW02: Language Modeling and POS Tagging

Hand in at: http://www.cs.utah.edu/~hal/handin.pl?course=cmsc723. Remember that only PDF submissions
are accepted. We encourage using LATEX to produce your writeups. See hw00.tex for an example of how to
do so. You can make a .pdf out of the .tex by running “pdflatex hw00.tex”.

1 Language Modeling

1. The standard n-gram model processes a sentence “left to right.” Of course, this need not be the case.
Derive, showing all your steps and saying at each point what rule of probability you’re using, or if
you’re making a modeling assumption, a tri-gram right-to-left language model.

2. *(J+M 4.1). Write out the equation for trigram probability estimation (modifying Eq. 4.14). [Eq 4.14
says “P (wn | wn−1) = C(wn−1wn)

C(wn−1)
”.]

2 Part of Speech Tagging

The following are some erroneously tagged sentences (these are actually from the “most frequent tagger”
part of project 1!). You can see the tag set used by looking at the P1 documentation. For each sentence,
mark the words that are mis-tagged, and write down what the correct tags should be. There is at least one
error per sentence.

1. theDet year-agoNoun per-shareNoun earningsNoun areVerb adjustedNoun toAux reflectNoun aDet 2-for-1Noun

stockNoun splitNoun lastAdj mayAux

2. theDet articleNoun isVerb unfortunatelyNoun repleteNoun withPrep outrageousNoun distortionsNoun

3. theDet combinedNoun buyingGer ralliedNoun theDet dowNoun intoPrep aDet smallAdj gainVerb beforePrep

closingNoun atPrep aDet slightNoun lossNoun

4. sheNoun wasVerb inPrep herNoun mostAdj radiantNoun expressiveNoun voiceNoun

For each case, say what clued you in to the error and how you knew what the correct answer was.
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