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Abstract
Identifying the most influential documents in a
corpus is an important problem in many fields,
from information science and historiography to
text summarization and news aggregation. Un-
fortunately, traditional bibliometrics such as ci-
tations are often not available. We propose us-
ing changes in the thematic content of documents
over time to measure the importance of individ-
ual documents within the collection. We describe
a dynamic topic model for both quantifying and
qualifying the impact of these documents. We
validate the model by analyzing three large cor-
pora of scientific articles. Our measurement of
a document’s impact correlates significantly with
its number of citations.

1 Introduction

Measuring the influence of a scientific article is an impor-
tant and challenging problem. Influence measurements are
used to assess the quality of academic instruments, such
as journals, scientists, and universities, and can play a role
in decisions surrounding publishing and funding. They are
also important for academic research: finding and reading
the influential articles of a field is central to good research
practice.

The traditional method of assessing an article’s influ-
ence is to count the citations to it. The impact factor
of a journal, for example, is based on aggregate citation
counts (Garfield, 2002). This is intuitive: if more peo-
ple have cited an article, then more people have read it,
and it is likely to have had more impact on its field. Ci-
tation counts are used with other types of documents as
well: the Pagerank algorithm, which uses hyperlinks of
web-pages, has been essential to Google’s early success in
Web search (Brin & Page, 1998).
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Though citation counts can be powerful, they can be hard
to use in practice. Some collections, such as news sto-
ries, blog posts, or legal documents, contain articles that
were influential on others but lack explicit citations be-
tween them. Other collections, like OCR scans of histor-
ical scientific literature, do contain citations, but they are
difficult to read in reliable electronic form. Finally, cita-
tion counts only capture one kind of influence. All cita-
tions from an article are counted equally in an impact fac-
tor, when some articles of a bibliography might have influ-
enced the authors more than others.

We take a different approach to identifying influential ar-
ticles in a collection. Our idea is that an influential article
will affect how future articles are written and that this ef-
fect can be detected by examining the way corpus statistics
change over time. We encode this intuition in a time-series
model of sequential document collections.

We base our model on dynamic topic models, allowing for
multiple threads of influence within a corpus (Blei & Laf-
ferty, 2006). Though our algorithm aims to capture some-
thing different from citation, we validate the inferred influ-
ence measurements by comparing them to citation counts.
We analyzed one hundred years of the Proceedings of the
National Academy, one hundred years of Nature, and a
forty year corpus of articles on computational linguistics.
With only the language of the articles as input, our algo-
rithm produces a meaningful measure of each document’s
influence in the corpus.

2 The Document Influence Model

We develop a probabilistic model that captures how past
articles exhibit varying influence on future articles. Our
hypothesis is that an article’s influence on the future is cor-
roborated by how the language of its field changes subse-
quent to its publication. In the model, the influence of each
article is encoded as a hidden variable and posterior infer-
ence reveals the influential articles of the collection.

Our model is based on the dynamic topic model
(DTM) (Blei & Lafferty, 2006), a model of sequential cor-
pora that allows language statistics to drift over time. Pre-
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Figure 1. The Document Influence Model.

vious probabilistic models of text assumed that the under-
lying distributions over words were fixed. The DTM in-
troduced a Markov chain of term distributions to capture
probabilities that drift over the course of the collection.

Let V be the number of words in a vocabulary and consider
the natural parameters βt of a term distribution at time t,
where the probability of a word w is given by the softmax
transformation of the unconstrained vector,

p(w |βt) ∝ exp(βt,w). (1)

The corresponding distribution over terms, i.e., the “topic,”
is a point on the vocabulary simplex. In the logistic normal
Markov chain, this distribution drifts with the stationary
autoregressive process

βt+1 |βt ∼ N (βt, σ2I), (2)

where σ2 is the transition variance.

Now consider a corpus with D articles at each time t and
let the rows wt,d of Wt,1:D denote the articles as vectors
of word counts. In the simplest DTM, a single distribu-
tion over words drifts according to Equation 2. For each
time point, the words of its articles are drawn indepen-
dently from Equation 1. One can then compute the poste-
rior distribution of the sequence of topics β1:T conditioned
on the observed documents. This summarizes the corpus as
a smooth trajectory of word frequencies.

We now turn to our central idea: some articles influence
the topic more than others. In our model, each article is
assigned a normally distributed influence score `d, which
is a scalar value that describes the influence that article d
has on the topic. The higher the influence, the more the
words of the article affect how the topic drifts.

This is encoded in the time series model. The more influen-
tial a document is, the more its words “nudge” the topic’s
natural parameters at the next time step,

βt+1 |βt, (w, `)t,1:D ∼
N
(
βt + exp(−βt)

∑
d wd,t`t,d, σ

2I
)
.

(3)

The words of an article with a high influence will have a
higher expected probability in the next epoch; the words of
an article with zero influence will not affect the next epoch.

We call this model the document influence model (DIM).
Conditioned on a corpus, the posterior distribution of the
topic and influence scores gives a trajectory of term fre-
quencies and a retrospective estimate of the influence of
each article. An article whose words can help explain the
way the word frequencies change will have a high posterior
influence score. We show in Section 4.2 that this estimate
of influence is meaningful.

Multiple topics. Corpora typically contain multiple per-
sistent themes. Accordingly, the full dynamic topic model
contains multiple topics, each associated with a time series
of distributions. Conditioned on the topics, articles at each
time are modeled with latent Dirichlet allocation (LDA).
Each article exhibits the topics with different random pro-
portions θd; each word of each article is drawn by choosing
a topic assignment from those proportions zd,n, and choos-
ing a word from the corresponding topic (Blei et al., 2003).

Modeling multiple topics is important to the influence
model because an article might have different impact in the
different fields that it discusses. For example, an article
about computational genomics may be very important to
biology but less important to computer science. We want
to discern its influence on each of these topics separately.

As with the DTM, we posit K topic trajectories, and each
document of each time point is modeled with LDA. For
each document, we now associate an influence score `d,k
for each topic k. Each of theK topics drifts according to an
adapted version of Equation 2, where we restrict attention
to the influence score for that topic and to the words of each
document that were assigned to it,

βk,t+1 |βk,t, (w, `, z)t,1:D ∼
N
(
βk,t + exp(−βk,t)

∑
d `d,k

∑
n wd,nzd,n,k, σ

2I
)
.

(4)

Here, zd,n,k is the indicator that the nth word in document
d is assigned to topic k and we have dropped the index t on
z and w. The graphical model is illustrated Figure 1.

Although we presented our model in this section with influ-
ence spanning one year, we also adapted it to accomodate
an “influence envelope”, where an article’s influence spans
W years. This provides a more realistic model of influence
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(Porter et al., 1988), but it complicates the inference algo-
rithm and may not be necessary, as we note in section 4.2.

To use this model, we analyze a corpus through posterior
inference. This reveals a set of K changing topics and in-
fluence scores for each article and each topic. The poste-
rior provides a thematic window into the corpus and can
help identify which articles most contributed to the devel-
opment of its themes.

Related work. There is a large literature on citation anal-
ysis and bibliometrics. See Osareh (1996) for a review.
Much work in this area uses the link structure of citation
networks to extract higher level structure. Borner et al.
(2003) for example, have used author and citation networks
to understand the evolution of ideas in the history of sci-
ence. There has also been work that proposes features and
models for predicting future citation counts. Successful
features often include the publishing journal’s impact fac-
tor, previous citations to last author, key terms, and number
of authors (Tang & Zhang, 2009; Lokker et al., 2008).

A number of algorithms include the text of the articles in
their analysis. This work often models the information in
citations by predicting them or modeling them with top-
ics (Nallapati & Cohen, 2008; Chang & Blei, 2009; Dietz
et al., 2007; Cohn & Hofmann, 2001) or other semantic
tools (McNee et al., 2002; Ibáñez et al., 2009). Other work
in this area uses the text of documents along with citations
to summarize documents (Qazvinian & Radev, 2008) or to
propose new bibliometrics: Mann et al. (2006) use topic
models and citations to map topics over time and define
several new bibliometric measurements such as topic Im-
pact Factor, topical diffusion, and topic longevity.

Our model has a different flavor from this research. We are
interested in identifying the influential articles in a collec-
tion, but we do not assume that there are any notions of
reference within them: there is no training data that con-
tains citations. While we validate our model by looking
at the relationship between our measure of influence and
citation counts, our model is applicable to collections for
which this kind of information does not exist.

Two important pieces of recent research have similar goals.
Leskovec et al. (2009) describe a framework for tracking
the spread of memes, or ideas, in document collections,
and investigate the direction in which ideas tend to perco-
late. Shaparenko & Joachims (2007) describe a measure of
influence by modeling documents as unigram mixtures of
earlier documents and use a likelihood ratio test to predict
citations between documents. In contrast to this work, the
DIM uses dynamic topics to explicitly model the change in
topic language. Further, we do not attempt to model links
between documents, as in Shaparenko & Joachims (2007).

3 Inference and parameter estimation

Our computational challenge is to compute the posterior
distribution of the latent variables—the sequences of top-
ics and the per-document influence values—conditioned on
an observed corpus. As for simpler topic models, this pos-
terior is intractable to compute exactly. We employ varia-
tional methods to approximate it. Variational methods posit
a simpler distribution over the latent variables with free pa-
rameters (called variational parameters). These parameters
are fit to minimize the KL divergence between the varia-
tional distribution and the true posterior, which is equiva-
lent to maximizing a lower bound on the marginal proba-
bility of the observations. See Jordan et al. (1999) for a
review of this class of approximate inference methods.

We begin by specifying a variational distribution for the
DIM posterior. First, the word assignments zn and topic
proportions θd are governed by multinomial parameters φd
and Dirichlet parameters γd, as in LDA (Blei et al., 2003).

The variational distribution for topic trajectories
{βk,1, . . . , βk,T } is described by a linear Gaussian
chain. It is governed by parameters {β̃k,1, . . . , β̃k,T },
which are interpreted as the “variational observations”
of the chain. These induce a sequence of means m̃t and
variances Ṽt. Blei & Lafferty (2006) call this a “variational
Kalman filter.”

Finally, the variational distribution of the document influ-
ence value `d,k is a Gaussian with mean ˜̀

d,k and fixed vari-
ance σ2

` .

The variational distribution is

q(β, `, z, θ|β̃, ˜̀, φ, γ) =∏K
k=1 q(βk,1:T |β̃k,1:T )∏T
t=1

∏Dt

d=1 q(θt,d|γt,d)q(`d|˜̀d)
∏Nt,d

n=1 q(zt,d,n|φt,d,n).

Using this variational family, our goal is to maximize the
following lower bound on the model evidence of the ob-
served words W:

ln p(W) ≥
∑
T Eq [ln p(βt|βt−1)]

+
∑
T

∑
Dt

Eq [ln p(`d)] + Eq [ln p(θd|α)]

+
∑
T

∑
Dt

∑
Nd

Eq [ln p(zn|θd)]+Eq [ln p(wn|zn, βt)]
+H(q).

This bound is optimized by coordinate ascent, with the
variational parameters optimized sequentially in blocks.
These updates are repeated until the relative increase in the
lower bound is below a threshold.

Topic trajectories. The variational update for β̃ is sim-
ilar to that in Blei & Lafferty (2006). For each topic, we
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update the variational Kalman “observations” by applying
gradient ascent:

∂L
∂β̃sw

=− 1
σ2

∑T
t=1 (m̃tw − m̃t−1,w −Gt−1,w)

×
(
∂m̃tw

∂β̃sw
− ∂m̃t−1,w

∂β̃sw
+Gt−1,w

∂m̃t−1,w

∂β̃sw

)
+
∑
T

(
Nw,t −Ntζ−1

t exp(m̂βtw
+ Ṽtw

2 )
)
∂m̃tw

∂β̃sw

+ 1
σ2

∑T
t=1

∂m̃t−1,w

∂β̃sw

(
Ht−1,w −G2

t−1,w

)
+ 1

σ2

∑T−1
t=0

∂m̃tw

∂β̃sw
GtwṼtw,

where

Gsn = Eq [exp(−βs,k,n)(Ws,k,n ◦ zs,k,n)`s,k]

Hsn = Eq
[

exp(−2βs,k,n) ((Ws,k,n ◦ zs,k,n)`s,k)2
]
.

We expand Ht in the supplementary materials. Note also
the variational parameter ζt and the term ∂m̃tn

∂β̃sn
, both de-

scribed in Blei & Lafferty (2006). The former can be
updated once per iteration with ζt ←

∑
w exp(m̃t,n +

Ṽt,n/2). The latter can be derived from the variational
Kalman filter updates (see the supplementary materials).

Influence values. In the DIM, changes in a topic’s mean
parameters are governed by a normal distribution. As a
consequence of this choice, updates for the influence pa-
rameters ˜̀

t,k solve a linear regression. In this regression,
documents’ words at time t explain the expected topic
drift ∆β,t,k = (βt+1,k − βt,k), where the contributions
of each document’s words are given by the design matrix
X = Diag (exp(−βt,k)) (Wt,k ◦ φt,k). (Diag (~x) refers to
the matrix having the elements of ~x on its diagonal.)

The parameter updates for document influence ˜̀
t,k are de-

fined, for each time t and each topic k, by the variational
normal equation

˜̀
t,k ←

(
σ2

σ2
d
I + Eq

[
XTX

] )−1Eq
[
XT∆β,t,k

]
.

The expectation Eq
[
XTX

]
is a matrix with dimension

Dt ×Dt. Its elements are

Eq
[
XTX

]
d,d′

=
∑
n exp(−2m̃t,k,n + 2Ṽt,k,n)

×(wt,d,nwt,d′,nφt,k,d,nφt,k,d′,n)

when d 6= d′ and

Eq
[
XTX

]
d,d

=
∑
n exp(−2m̃t,k,n + 2Ṽt,k,n)

×(w2
t,d,nφt,k,d,n)

otherwise. The expectation Eq
[
XT∆β,t,k

]
is a Dt-

dimensional matrix with elements

Eq
[
XT∆β,t,k

]
d

=
∑
nwt,d,nφt,k,d,n

×(m̃t+1,k,n − m̃t,k,n + Ṽt,k,n/2)

× exp(−m̃t,k,n + Ṽt,k,n/2).

Topic proportions and topic assignments. Updates for
the variational Dirichlet on the topic proportions θd,k have a
closed-form solution, exactly as in LDA (Blei et al., 2003);
we omit details here.

The variational parameter for each word wn’s hidden topic
zn is the multinomial φn. We solve for φn,k by the closed-
form updates

log(φn,k) ← Ψ(γk) + m̃t,k,n

+
1
σ2
wt ˜̀dn,k exp(−m̃t,k+ Ṽt,k/2)(m̃t+1,k−m̃t,k+ Ṽt,k)

− 1
σ2
wt,n

[
˜̀
dn,k exp(−2m̃t,k + 2Ṽt,k)

×(Wt,n,\dn
◦ φt,n,k,\dn

)˜̀
t,k,\dn

]
− 1
σ2
w2
t,n exp(−2m̃t,k + 2Ṽt,k)(˜̀2

d,n,k + σ2
l )

where Ψ is the digamma function. Solving the constrained
optimization problem, this update is followed by normal-
ization, φw,k ← φw,kP

K φn,k
.

4 Empirical study

We studied three sequential corpora of scientific articles.
For each corpus, we estimated and examined the posterior
distributions of its articles’ influence.

In this section, we demonstrate that the estimate of an arti-
cle’s influence is robustly correlated to the number of cita-
tions it received. While the DIM model is designed for cor-
pora without citations—and, indeed, only the documents’
text and dates are used in fitting the model—citations re-
main an established measure of influence. This study pro-
vides validation of the DIM as an exploratory tool of influ-
ential articles.

4.1 Data

The three corpora we analyzed were the ACL Anthology,
The Proceedings of the National Academy of Science, and
the journal Nature. For each corpus, we removed short
documents, terms that occurred in too few documents, and
terms that occurred in too many documents. We also re-
moved terms whose statistics did not vary over the course
of the collection, as such terms would not be useful for as-
sessing change in language (a sample of such non-varying
terms from Nature is “ordinarily”, “shake”, “centimetre”,
“traffic”, and “themselves”).
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ACL Anthology. The Association for Computational Lin-
guistics Anthology is a digital collection of publications
about computational linguistics and natural language pro-
cessing (Bird et al., 2008). We analyzed a 50% sample
from this anthology, spanning 1964 to 2002. Our sample
contains 7,561 articles and 11,763 unique terms after pre-
processing. For this corpus we used article citation counts
from the ACL Anthology Network (Radev et al., 2009).

PNAS. The Proceedings of the National Academy of Sci-
ences is a leading, highly-cited, multidisciplinary scien-
tific journal covering biological, physical, and social sci-
ences. We sampled one seventh of the collection, spanning
1914 (when it was founded) to 2004. Our sample contains
12,145 articles and 14,504 distinct terms after preprocess-
ing. We found citations using Google Scholar for 78% of
this collection.

Nature. The journal Nature is the world’s most highly
cited interdisciplinary science journal (Thompson Reuters)
with content on a range of scientific fields. We analyzed
a 10% sample from this corpus, spanning 1869 (when it
was founded) to 2008. Our sample contains 34,418 articles
and 6,125 distinct terms after preprocessing. We found ci-
tations using Google Scholar for 31% of these documents.

Inference for 10 topics on each corpus above took about 11
hours to converge on a desktop Intel 2.4GHz Core 2 Quad
cpu. Our convergence criterion was met when the evidence
lower bound increased by no more than 0.01%. For the
experiments described below, we set topics’ Markov chain
variance σ2 = 0.005 and σd = σl = 0.0001.

4.2 Relating posterior influence and citation

We studied the DIM with varying numbers of topics. We
measured the relationship between the posterior influence
values of each article ˜̀

d and its citation count cd.

We first aggregate the influence values across topics. Recall
that each document has an influence value for each topic.
For each word, we compute its expected posterior influ-
ence score, with the expectation taken with respect to its
(random) topic assignment. We then sum these values over
all words in the document,

f(˜̀
d) =

Nd∑
n=1

E[zd,n · ˜̀d]. (5)

This weights each word by the influence associated with
its assigned topic. (Using the maximum value of influence
across topics yielded similar results.)

Figure 2 displays the Spearman rank correlation between
the aggregated posterior influence score of Equation 5 and
citation counts. The DIM posterior—which is estimated
only from the texts of the articles—has a positive correla-
tion to the number of citations. All of these numbers were

found significant up to p < 1e− 4, using permutation tests
on the influence scores.

Correlation goes up when we model multiple topics within
a corpus. Moving from 2 to 5 topics in the ACL corpus
increases correlation from 0.25 to 0.37. Nature is likewise
better with more topics, with a correlation of 0.28 at 20
topics; while PNAS performs best near 5 topics, with a cor-
relation of 0.20.

Figure 2 also shows the fraction of citations explained by
DIM scores: Nature documents with the highest 20% of
posterior influence, for example, received 56% of citations.
The flat regions in ACL and PNAS are due to aggregate in-
fluence scores very close to zero.

Heuristic model. The DIM is a complicated model. To
justify its complexity, we describe a simple baseline (the
heuristic) which captures our intuition with a single topic,
is easy to implement, and runs quickly. For this heuristic,
we define a word’s weight at time t as:

wt := Frequency of w in [t,t+f ]

Frequency of w in [t−p,t]
,

for fixed distances f into the future and p into the past.
A document’s score is the weighted average of its words’
weights. This heuristic captures the intuition that influen-
tial documents use language adopted by other documents.

The heuristic performed best with large values of its pa-
rameters (f = p = 200). With these settings, it achieves
a correlation of 0.20 for the ACL, 0.20 for PNAS, and 0.26
for Nature. For Nature, the model is more correlated with
citations than the heuristic for 20, 50, and 75 topics. Corre-
lation is matched for PNAS, the model slightly beating the
heuristic at 5 topics. ACL outperforms the heuristic for all
numbers of topics.

Shuffled corpus Though we have eliminated date as a
confounder by controlling for it in correlations, there may
be other confounders such as document length or topic dis-
tribution. We therefore measured the DIM’s relationship
to citations when dates were randomly shuffled, keeping
all documents which share a date together. If non-date con-
founders exist, then we might see correlation in the shuffled
data, marking observed correlation as dubious.

We shuffled dates in the corpora and refit the DIM. We
found a maximum date-controlled correlation of 0.018 for
29 shuffles of ACL; 0.001 for 5 shuffles of Nature; and
0.012 for 28 shuffles of PNAS. While this shuffled exper-
iment and controlling for date do not entirely preclude con-
founding, they eliminate many potential confounders.

4.3 A closer look

Experiments showing correlation with citations demon-
strate consistency with existing bibliometrics. However,
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Figure 2. Spearman rank correlation between citation counts and posterior influence score, controlling for date (top) and fraction of
citations explained by posterior influence (bottom).

the DIM also finds qualitatively different articles than cita-
tion counts. In this section we describe several documents
to give the reader an intuition behind the kind of analysis
that the DIM provides.

IBM Model 3 The second-most cited article in the ACL
Anthology Network is The Mathematics of Statistical Ma-
chine Translation: Parameter Estimation (Brown et al.,
1993). It has 450 intra-ACL citations and 2,130 total ci-
tations listed on Google Scholar. This seminal work de-
scribes parameter estimation for five word-based statistical
models of machine translation; it provided widely accepted
statistical models for word alignment and introduced the
well-known “IBM models” for machine translation. The
posterior influence score for Brown et al. (1993) ranked 6
out of 7,561 articles in a 10-topic model.

This article was most influential in a topic about translation,
which had a trend toward “alignment for machine trans-
lation.” The largest-moving words are shown in Figure 3
(left). Upward trends for “alignment”, “brown”, and “equa-
tion” are evident (although it is not clear whether “brown”
refers to the author or the corpus).

The Penn Treebank The most-cited article in our subset
of the ACL Anthology Network is Building a large anno-
tated corpus of English: the Penn Treebank (Marcus et al.,
1993), with 1,622 ACL citations and 2,810 citations on
Google Scholar. This article describes the large-scale part-
of-speech and syntax tagging of a 4.5-million word corpus.

It falls in a topic about part-of-speech tagging and syntax
trees; “treebank” had become one of the top words in the
topic by 2004.

The DIM assigned a relatively low influence score to this
article, ranking it 2,569 out of 7,561 articles. While Mar-
cus et al. (1993) introduces a powerful resource, most of
the article uses conventional language and ideas to detail
the annotation of the Penn Treebank. As such, the paper
does not discuss paradigm-changing ideas and the model
scores it low. We emphasize that this does not undermine
the tremendous influence that the Penn Treebank has had
on the field of natural language processing. The DIM is not
designed to discover this kind of influence.

Success in 1972 In 1967, The College Science Improve-
ment Program was established to assist predominantly un-
dergraduate institutions. Two years later Nature published
a short column, which has the highest of our posterior in-
fluence in a 20-topic model, out of 34,418 Nature articles.
No citation information was available about this article in
Google Scholar. The column, How to be Overtaken by Suc-
cess, discusses a debate about the “Miller bill”, which con-
siders funding for postgraduate education (Nature). Over-
taken by Success provides few research resources to re-
searchers, which may explain lack of citation informa-
tion. Instead, it presciently discusses a paradigm shift in
a topic about science, industry, research, and education:
”The record of the hearings [on the bill] is not merely an
indication of the way the wind is blowing but an important
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Figure 3. Most active words appearing in (Brown et al., 1993) (left) which have changed the most in a topic about translation. On right
are words appearing in (Toole et al., 1984) in a topic about DNA and genetics. Terms are sorted by increase over 10 years.

guide to some of the strains which are now accumulating
within the system of higher education...”

In 1972, three years after this article’s publication, The
NSF Authorization Act of 1973 made the NSF explicitly
responsible for science education programs at all levels
(NSF, 2010). Where this may have been missed by those
using citation counts to study the history of science educa-
tion, the DIM has provided a metric with which to gauge
interest in the article.

Genetics in Nature The sixth most influential document
by the DIM in a 20-topic model of Nature is Molecular
cloning of a cDNA encoding human antihaemophilic fac-
tor, an article describing successful cloning of a human
mRNA sequence important in blood clotting (Toole et al.,
1984). With 584 citations, this article is among the top
0.2% of these 34,418 documents. The most active words
appearing in this article are shown in Figure 3 (right). The
plot shows some of the document’s key words – “expres-
sion”, “primer”, “blot” – become prominent words in the
topic.

5 Conclusions and future work

We presented a time-series topic model for finding influen-
tial documents in long running sequential corpora. Based
only on the changing statistics of the language in a corpus,
we computed a measure of influence that is significantly
related to observed citation counts. It would be useful to
better understand how this metric is qualitatively different
from citations and other bibliometrics: expert judgment or
usage information obtained from digital libraries might be

some avenues. We leave this for future work.

The DIM could be made more realistic and more power-
ful in many ways. In one variant, individual documents
might have their own “windows” of influence. Other im-
provements may change the way ideas themselves are rep-
resented, e.g. as atomic units, or memes (Leskovec et al.,
2009). Further variants might differently model the flow of
ideas, by modeling topics as birth and death processes, us-
ing latent force models (Alvarez et al., 2009), or by tracking
influence between documents, building on the ideas of Sha-
parenko & Joachims (2007) or Dietz et al. (2007).
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