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Abstract

Link prediction is a key technique in many
applications such as recommender systems,
where potential links between users and items
need to be predicted. A challenge in link
prediction is the data sparsity problem. In
this paper, we address this problem by jointly
considering multiple heterogeneous link pre-
diction tasks such as predicting links between
users and different types of items including
books, movies and songs, which we refer to as
the collective link prediction (CLP) problem.
We propose a nonparametric Bayesian frame-
work for solving the CLP problem, which al-
lows knowledge to be adaptively transferred
across heterogeneous tasks while taking into
account the similarities between tasks. We
learn the inter-task similarity automatically.
We also introduce link functions for different
tasks to correct their biases and skewness of
distributions in their link data. We conduct
experiments on several real world datasets
and demonstrate significant improvements
over several existing state-of-the-art meth-
ods.

1. Introduction

Relational data modeling has been attracting growing
interests in recent years and has found successful appli-
cations in many areas such as social network analysis,
computational biology and recommender systems. In
this paper, we focus on a particular task for relational
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data modeling: link prediction, which is concerned
with predicting whether two entities have certain re-
lations. Many important applications can be cast as
link prediction problems. For example, personalized
recommendation and targeted advertising involve pre-
dicting the potential links between users and prod-
ucts/advertisements based on observed links in the
form of users’ past purchases or clicks. A major diffi-
culty faced by many real-world link prediction tasks is
the data sparsity problem, which happens when many
items do not have links between them. For exam-
ple, in recommender system applications, a majority
of users only rate very a few items. As a result, there
exists a large number of items in the long tail that are
only rated a few times. This sparsity problem can be
even more severe for new users and new items, cre-
ating a problem that is also known as the cold-start
problem. In this paper, we focus on how to solve the
data-sparsity problem by considering a collective link
prediction (CLP) formulation, which jointly models a
collection of link prediction tasks arising from multiple
heterogeneous domains. CLP is particularly suitable
for large-scale e-commerce and social networking ser-
vices, which often provide a diverse range of products
or services, and different product/service categories
such as books, clothes, electronics naturally consti-
tute different domains. By exploring the correlation
between link prediction tasks in different domains, we
can transfer the shared knowledge among similar tasks
to alleviate the data sparsity problem associated with
individual tasks and therefore improving the perfor-
mances of all tasks.

We propose a mnonparametric Bayesian framework
for collective link prediction by developing a multi-
task extension of the Gaussian-process latent-variable
model (Lawrence, 2003). Our CLP model addresses
two major challenges that are not considered by pre-
vious work on link prediction. The first challenge is
the different degrees of relatedness between heteroge-
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neous task domains, from which we wish to transfer
the knowledge to the target learning domains. For ex-
ample, the task of predicting user preferences on books
should be more related to predicting user preferences
on movies than user preferences on food. Since not
all tasks are equally correlated, we should consider
the task similarities in their joint model. Towards
this end, we incorporate a task similarity kernel in
the model, which is automatically learned from the
data to adaptively transfer knowledge between hetero-
geneous tasks. The second challenge is caused by the
skewed distributions of most real-world link data. For
example, when the link data consist of user ratings
on items, the amount of positive ratings often signif-
icantly exceeds the amount of negative ratings, since
users are reluctant to rate items that they do not like.
For Gaussian process models, such imbalanced distri-
butions violate the assumption of data distribution.
To correct the bias and skewness of the distributions of
link data and handle heterogeneous link types, we fur-
ther introduce a specific family of link functions for the
collective link prediction. We conduct experiments on
several representative real-world datasets from multi-
ple heterogeneous domains. We demonstrate the effec-
tiveness of our proposed mode in several experiments

2. Related Work

Link prediction is an important task of relational data
modeling (Getoor & Diehl, 2005). Early link predic-
tion models are entirely based on structural proper-
ties of the observed network. (Liben-Nowell & Klein-
berg, 2003) compares many predictors based on dif-
ferent graph proximity measures. Within the machine
learning community, the link prediction problem has
received more and more attention in recent years (Yu
& Chu, 2007; Salakhutdinov & Mnih, 2007) and non-
parametric Bayesian models are becoming a popular
tool for such problems. (Yu et al., 2006) proposed
the stochastic relational models for the link prediction
problem, which are essentially the Gaussian process
models. They further extend this work to more gen-
eral problems in (Yu & Chu, 2007; Yu et al., 2009).
(Salakhutdinov & Mnih, 2007; 2008) extend the ma-
trix factorization model to the probabilistic framework
for collaborative filtering tasks. (Lawrence & Urtasun,
2009) discussed the relation between the probabilistic
matrix factorization (PMF) model and the Gaussian
process models and proposed a nonlinear extension to
the PMF model, which is equivalent to the GP-LVM
model (Lawrence, 2003). However, all the related work
above in link prediction literature focus only on the
single link prediction task.

Our work is related to the multi-relational learning
problem, where several relations are jointly modeled.
Most methods view the given relations as a collec-
tion of matrices, where an entity may correspond to a
row or column in multiple matrices. Different strate-
gies have been developed to enable parameter sharing
when jointly factorize a collection of related matrices
so that knowledge can be transferred across different
tasks. For example, in (Singh & Gordon, 2008; Zhu
et al., 2007), an entity is required to be represented by
the same latent features in different matrices. Xu et al.
in (Xu et al., 2009) extended such collective matrix fac-
torization models to a nonparametric Bayesian frame-
work based on Gaussian processes. The CLP problem
we consider in this paper can be solved via these multi-
relational learning models by simply treating each do-
main as a different type of relation. However, a crucial
difference between our approach and previous multi-
relational learning work is that we place special care
in accommodating different degrees of relatedness be-
tween different domains whereas previous models all
assume the behaviors of the same entities in different
domains are always consistent. Although the problem
is also proposed in (Berkovsky et al., 2007), no effec-
tive solution has been proposed.

3. Collective Link Prediction

In this section, we discuss our collective link predic-
tion model in detail. We first introduce the proba-
bilistic nonlinear matrix factorization model for single
link prediction task. Then we extend it to collective
link prediction tasks.

3.1. Notations and Problem Definition

We first define the notations used in the paper. We use
R™™ to denote the space of matrices of m rows and n
columns. The ij-element of a matrix X is denoted by
x; ;. The i" row of the matrix X is denoted by x;,.
and the j' column of the matrix X is denoted by x. ;.
XT is the transpose of the matrix X. For a vector x,
the notation of i means the entry-wise divide and still
represents a vector.

For a link prediction task, a set of observed link data
are given, which form a sparse matrix X with missing
entries. We aim at predicting the missing entries in
the matrix. For the collective link prediction tasks, we
are given a collection of matrices {X®},t =1-.- T,
where T is the number of tasks. Our objective is to
predict the missing values for all the matrices by con-
sidering all the data available.
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Figure 1. A skewness example on MovieLens. The skewness of the distribution of original data is —0.51. The skewness of
the distribution of transformed data is —1.8 x 10™%. o = 0.775 for this dataset.

3.2. Link Modeling via Nonlinear Matrix
Factorization

Considering a link matrix X, its ij-element can be
modeled by,

x5 ~ f(u;, vj,€) (1)
where f is a link function, u; and v; are the latent
feature representations of two entities involved and ¢
is a noise term. A linear model in a matrix form would
introduce the generalized matrix approximation model

X ~ f(UVT 4 E). (2)

The matrices U and V are the low dimensional feature
representations of the two types of entities involved
and E is the matrix form of noise term. By assum-
ing the noise be Gaussian, the latent variable f~!(X),
which we denote by Y, would follow a multivariate
Gaussian distribution

p(Y[U,V,0%) = [[N(yi:|w, . V", 0’T).  (3)

We can further model U with a Gaussian prior,

p(0) = [T TN l0.5,) @)

and marginalize it leads to

p(Y|V, 02 8.) = [[N (-0, 8, VTV + 0°T), (5)

which is similar to the probabilistic PCA model (Tip-
ping & Bishop, 1999), despite that the observation are
transformed by f~!. The covariance matrix VIV can
be seen as a kernel function. Therefore, using the ker-
nel trick, we can obtain the nonlinear matrix factoriza-
tion model (Lawrence & Urtasun, 2009) for link pre-
diction,

p(Y|Vv 027 6u) = HN(yZ,‘(): K + 021) (6)

where K, ; = k(v.;,v. ;).

With the link function, we further consider the dis-
tribution with respect to the observed link data X,
which can be formulated in a warped GP model (Snel-
son et al., 2003). If we choose the link function to be
investable and differentiable, then we can obtain the
distribution for X,

p(X‘V,o‘27ﬁu) = HN(Q(Xi,:)‘Oa K+ 021) : ‘g/(xi,i)‘

(7)
99(x)

! and g/(xi,r) = Tox |x'i,:'

where we let g = f~

The nonlinear matrix factorization model (Lawrence
& Urtasun, 2009) does not consider the link function.
However, the introduction of link function is impor-
tant in link prediction tasks. We will explore the link
function in the next section.

3.2.1. LINK FUNCTION

Gaussian process models assume that the observa-
tion data follow Gaussian distributions. However, real
world data may not satisfy this assumption. For ex-
ample, in recommender systems, users are reluctant to
rate items they do not like. In fact, the distribution of
ratings is negative skewed, as shown in Figure 1, where
the skewness of a distribution for a random variable Z
is defined by

_ Bz
"7z - pppr )

where @ is the expectation of Z. The Gaussian dis-
tribution should have zero skewness. However, the
distribution of ratings on the MovieLens dataset has
skewness —0.51 and therefore does not fit in a nor-
mal distribution well, which violates the underlying
assumption made by GP models. Introducing of the
link function can help adjust the distributions to be
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more suitable for GP models.

We directly consider the inverse link function g instead
of link function f in order to simplify the model learn-
ing. Since distributions of the rating data are negative
skewed, we consider the following form of link function
to correct the skewness,

glx) =2 a>0 (9)

Figure 1 also shows the link function fitted in the
MovieLens dataset! and the rating distribution after
correction. The skewness can drop from —0.51 to
—1.8 x 10™*. Therefore, we can adjust the skewness
as preprocessing. However, a more principle method
is to learn the parameters in the link function together
with the link prediction model as we show later.

3.3. Collective Link Modeling

In this section, we present a solution to the problem
of collective link prediction tasks, where multiple en-
tities and relationships are involved. In particular, we
consider the collective link prediction problem where
one entity type U can be used together with several
other entity types V®(t = 1---T). As a result, we
can learn for T link-prediction tasks in total.

For each link prediction task ¢, we obtain a GP model,

p(YO VW 6% 8,) = [[N(i:l0, KY + 6719, (10)

These link prediction tasks may not be independent
with each other. Therefore, we consider a joint predic-
tion model where we have

PUY YV, 6 = [[N (e d0.0) (1)

where {Y®} = (YD), Y® . 'YT)is the joint vec-
tor of link values and C is the joint task kernel to
model the cross task-link similarities.

The joint task kernel can be defined by,
C=ToK+ oI, (12)

where T is a positive semi-definite (PSD) matrix that
specifies the inter-task similarities and K is the kernel
matrix for link modeling using kernel function k. For
such a joint task kernel, the inner product between two
entities v from task s and v’ from task ¢ is,

<v,v' >=T, k(v,v') (13)
where T ; is the similarity between tasks ¢ and s.

"http:/ /www.grouplens.org/

3.3.1. TASK SIMILARITY KERNEL

The task similarity kernel T plays an important role
in the collective link prediction problem. Although we
can define heuristic similarity functions by hand, it is
better to learn the similarity automatically from the
data. In our proposed approach, we assume the task
similarity kernel to have a free form. Therefore, it
would be a PSD matrix of 7'xT. We can parameterize
T by the Cholesky decomposition T = L™ L, which can
guarantee the PSD constraint for T.

3.3.2. LINK FUNCTIONS

We consider link functions in different link prediction
tasks to have the same form but different parameters.
The difference between different link prediction tasks
should be handled such as the scale difference and bias
difference. We also need to adjust the skewness of the
rating distribution. Therefore, we generalize the link
function in Eq. 9 and consider the following form of
link function,

gD (x) = D+ 4 b0 (D 5000 >0 (14)

for task t. Our observation is that most of the rat-
ing information in social networks are negative skewed.
However, we can relax the constraint of o > 0 to make
the representation power of the link function stronger
for more general cases when we do not have prior on
the skewness of the distributions of link data.

3.4. Collective Link Prediction

The inference process of the model is similar to that in
standard GP models. For a user with observed ratings
x, we need to predict the link between him and an item
with latent low rank representation v in the task ¢.
We first consider prediction for the transformed value
y = g(x). The mean and variance of the predictive
distribution of y are given by

m(y) =k, (T @K+ o*I)gly,

15
o*(y) =c—k, (T K+ o’I)5'ky (15)

where ¢ = Ty 1k(v,v)+0o? and (ky); = Tt sk(v,v;) for
v; in task s. We use the notation ¢ to denote the sub-
matrix corresponding to the observed entries for the
user. The above equation for m(y) indicates that the
predicted rating of a user is the weighted combination
of other observed ratings of the user. It is similar to the
idea of memory-based methods. However, a difference
is that here the weights are learned from data. The
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mean m(y) can be further decomposed as follows

m(y) = T Z wjk(v,vj)—l—ZTs,t Z wik(v,vs)
z;eX(®) s z;eX(2)

(16)

where w; = (Cg'ky);. Therefore, the similarities be-
tween the link prediction tasks are also addressed. The
first term in the above formula represents the correla-
tion between the test data point and the data in the
same task. The second term represents the correlation
between the test data point and the data from other
tasks where a factor is introduced based on the sim-
ilarity between tasks. If two tasks are more similar,
then the data have stronger influence on the predicted
rating in general.

We can further consider the distribution with respect
to the value x before transformation of the link func-
tion, as follows

g (x)

exp(—3 (2D =Yy )

p(rly, X, 0) = 5

2

and we can predict the median of = by

=1 arat)

median(z) = 9_1(3/) = ( o

4. Parameter Learning with Stochastic
Optimization

4.1. The Objective Function

The complete negative log-likelihood of the link data
is given as follows,

N; 1 _
Inp(Y|6) = — > (5" log|Col + 5 (¥:.Cp i)
-+ const.
(18)

where N; is the number of ratings for user i.

If we directly consider the distribution with respect to
the latent variable X, then for the i** user, we can
obtain the loglikelihood,

N; 1 _
Inp(g(x;.)/6) = — 5'log|Col ~ 5 (9(x:.) " g(x:.))

+ (log ¢’ (x;..))"1 + const.
(19)

The parameters @ include the task similarity kernel
and kernel parameters {6;}, the parameters in the link
function {f;} and the low rank representation of the
users {v;}. In the next section, we propose an efficient
learning algorithm based on stochastic optimization.

4.2. Gradient of Parameters

To make the joint task kernel valid, we need to im-
pose the PSD constraint on the task correlation ma-
trix. We can parameterize T by the Cholesky decom-
position T = LTL. Since the problem is not convex,
the initialization has strong influence on the parame-
ters learned. A good initialization of task correlation
is also important. Domain knowledge should be uti-
lized to give a good initialization for task correlation.
Another approach is to provide a prior for the task
correlation kernel and obtain a MAP estimation.

We can compute the derivative of the log-likelihood
with respect to the parameters of the kernel by,

1 80@ 1 1 80@
° 26, "2 a6;

9 Inp(g(x:.)/6) = 5 TH(C

T ~—
801 yi,:CO

The gradient to the parameters in the link function is,
0 —1 8g(xz,) + 1 agl(xi,:)

C6lyi,:

_ \T
53, Pk )10) = —g(xi.)TO5 SR ¢ ST

Different from classical GP, we also need to learn the
latent feature representation v. Therefore, the gradi-
ent to the low dimensional representation of data v;
is,

10} _ _ _

Gy, nP(9(x.)|6) =(=(Cg") + Cgyiyi Cg ' )vi
After obtaining the gradients to the parameters, we
can employ a stochastic gradient descendent algorithm
for optimization.

5. Discussion

The relation between multi-task learning and collabo-
rative filtering has been addressed before in (Lawrence,
2003; Abernethy et al., 2009). If we consider the link
prediction for each user as a single task, then a link
prediction task for users would become a multi-task
problem. In our case, we are considering a collection
of link prediction tasks. Therefore, our problem of col-
lective link prediction can be regarded as a collection
of multi-task learning problems from the multi-task
learning point of view. We can see this characteristic
by looking at the kernel. Under the GP framework,
for a link prediction task, the kernel for link data can
be expanded as,

K® U @ V®

For a collective link prediction tasks, the kernel can be
expanded as,

K=ToUV

where the kernel becomes a multi-dimensional kernel
in our problem.
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6. Experiments

In this section, we show the experiments on the several
real world datasets, along with our analysis on the
results.

6.1. Experimental Settings

We test the proposed method on several public recom-
mendation datasets, where the items come from differ-
ent domains or sub-domains. We formulate the recom-
mendation problem in each domain/sub-domain as a
link prediction task and thereby construct a collective
link prediction task when considering these domains
together.

6.1.1. DATASETS

We use three representative datasets in our experi-
ments including one of movie ratings dataset, one of
book ratings and one from a popular social network-
ing services. In all these datasets, the items can be
divided into multiple heterogeneous domains.

e MovieLens is a widely used movie recommenda-
tion dataset. It contains 100,000 ratings with
scale 1-5. The ratings are given by 943 users on
1,682 movies. The public dataset only contains
users who have at least 20 ratings. Besides rating
information, the genre information about movies
is also available.

e Book-Crossing? is a public book ratings dataset.
We use a subset of the data consisting of the
ratings on books whose category information are
available on Amazon, which contains 56,148 rat-
ings with scale 1-10. The ratings are given by
28,503 users on 9,009 books.

e Douban? is a social network based recommenda-
tion service focused on three types of items in-
cluding movie, book and music. We crawled the
rating information from the Web site and collect a
dataset of 10,000 users and 200,000 items includ-
ing all of movies, books and music.

The Douban dataset crosses three very distinct do-
mains, i.e. book, movie and music, whereas for other
two datasets, the items all belong to the same general
category (book or movie) but could be further divided
into different specific subcategories. For the Movie-
Lens dataset, we chose the 5 most popular genres to
form the different domains. For the Book-Crossing

*http://www.informatik.uni-freiburg.de/~cziegler/BX
S3http://www.douban.com

dataset, the 4 most general book categories are used
to define the domains.

6.1.2. EVALUATION

In this paper, we use Mean Absolute Error (MAE) for
performance evaluation.

Zu,m |Tum — Tuml

MAE = N

where r,,, denotes the ground truth rating of the user
u for the item m, and 7, denotes the predicted rating.
The denominator N is the number of tested ratings.
Smaller MAE score corresponds with better perfor-
mance.

6.1.3. BASELINES

We compare our proposed models with the following
baselines

e Independent Link Prediction using nonlinear ma-
trix factorization via GP (I-GP) (Lawrence & Ur-
tasun, 2009), which treats different link prediction
tasks independently.

e Collective Matrix Factorization (CMF) mod-
els (Singh & Gordon, 2008), which is a non-
Bayesian model to handle problems involve mul-
tiple matrix factorization.

e Joint Link Prediction using multi-relational GP
(M-GP) (Xu et al., 2009), which considers multi-
relation of the data but neglects the difference be-
tween different tasks.

In the following, we refer to our proposed Gaussian
processes based collective link prediction method as
CLP-GP.

6.2. Experimental Results
6.2.1. PARAMETERS SETTING

There are very few parameters to tune in the model,
which is one advantage of the nonparametric Bayesian
model. One parameter that needs to be set is the
latent dimension number. Figure 2 shows the influ-
ence of the latent dimension to the performance for
the nonlinear matrix factorization model on a subset
of MovieLens dataset. We can observe that the perfor-
mance converges with respect to the dimension after
the number of latent dimension reaches 10. Therefore,
we set the parameter to 10 in the following experi-
ments. For the M-GP model, we use the parameters
learned by the I-GP as the initial values. Similarly,



Transfer Learning for Collective Link Prediction in Multiple Heterogenous Domains

0.7
0.65

W 06

<

= 055

0.5

I I I I I
4 6 8 10 12 14 16 18 20

Num. of Latent Dimension

0.45 I I I
2

Figure 2. The influence of latent dimension on a subset of
MovieLens dataset.

Table 1. The overall experimental results on the three
datasets.

[ MovieLens | -GP | M-GP | CMF [ CLP-GP |
-Link 1.4827 | 0.6569 | 0.7120 0.6440
+Link 1.3487 | 0.6353 - 0.6385

[ Book-Crossing | I-GP [ M-GP | CMF [ CLP-GP |
-Link 0.9385 | 0.7018 | 0.8054 0.6547
+Link 0.9317 | 0.6488 - 0.6014

[ Douban [ -GP [ M-GP | CMF [ CLP-GP |
-Link 0.7789 | 0.7772 | 0.9917 0.7446
+Link 0.7726 | 0.7625 - 0.7418

for the CLP-GP model we use the parameters learned
by the M-GP as initial values and set the similarities
between all different tasks as 0.5. We use the RBF
kernel as the kernel function.

6.2.2. EXPERIMENTAL RESULTS

Table 1 shows the experimental results on the three
datasets. We can observe that our proposed model has
the best performance among different datasets com-
pared to the baselines. As we can see, the models
that take multiple tasks into consideration (CMF, M-
GP, CLP-GP) perform better than the one treating
the tasks to be independent. Our proposed CLP-GP
model that can learn the similarities between different
link prediction tasks performs better than the M-GP
model, which indicates that it is useful to explore the
relationship between different tasks. Another observa-
tion is that the Bayesian model performs better than
the classical matrix factorization model, as shown by
the performance comparison between CMF and M-GP.

Table 1 also shows the performance comparison be-
tween CLP-GP models and its version without link
functions. We can observe that the link function intro-
duce a small performance gain consistently over most
tasks. The reason why the performance gain is small
on some datasets may be that the rating data of these
datasets are still distributed similar to Gaussian.

3
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Figure 3. The influence of sparseness on MovieLens dataset
for a collective link prediction problem.

6.2.3. INFLUENCE ON SPARSENESS

A motivation of this work is to solve the sparseness
problem by considering a collection of similar link pre-
diction tasks and transferring knowledge among them.
In this experiment, we control the sparseness of the
data to see its influence on the performance. Fig-
ure 3 shows the performance changes of the algorithms.
We can observe that the performance gain increases
as the sparseness becomes serious, which is consistent
with our intuition. Another observation is that when
the data is extremely sparse, the performance gain
becomes small again. This phenomenon is because
we cannot achieve a satisfiable performance without
enough data for any model.

We further consider the setting of transferring the
knowledge from some source link prediction tasks to
an extremely sparse target link prediction task. There-
fore, in this experiment, we only change the sparse-
ness of one target task and keep other tasks relatively
dense. Then we check the performance only on the
target task. Figure 4 shows the results compared with
the baseline of non-transfer setting. We can observe
that when the target task is sparse, other related tasks
can help boost the performance significantly. The en-
couraging results demonstrate our proposed model can
be used to solve the cold start problem when a new
service is added while data of other related services
already exist.

6.2.4. SIMILARITIES BETWEEN TASKS

Table 2 shows the similarities learned between five
tasks on MovieLens dataset, which is consistent with
our intuition. For example, the least similar genre
pairs are Comedy and Thriller, while the most similar
genre pairs are Romance vs. Drama. For the genre
Comedy, we can see the other genres are ranked into



Transfer Learning for Collective Link Prediction in Multiple Heterogenous Domains

35

-e- I-GP
N |a CLP-GP| |
“
25 R LTI -
.. .
E
2 )
E \,\ - -
- N
N
151
-
1o g o...oge@ a [-] h
05 . . . . . .
2 3 4 5 6 7 8 9 10
sparseness x10°

Figure 4. The influence of sparseness on MovieLens dataset
for the cold start task in a collective link prediction prob-
lem.

Table 2. The similarity matrix cross five link prediction
tasks on MovieLens.

[ [ Action | Comedy | Drama [ Romance [ Thriller |

Action 1 0.8479 0.8814 0.8953 0.9253
Comedy 0.8479 1 0.8750 0.8936 0.8422
Drama 0.8814 0.8814 1 0.9392 0.8911
Romance 0.8953 0.8936 0.9392 1 0.8862
Thriller 0.9253 0.8422 0.8911 0.8862 1

the order Romance, Drama, Action and then Thriller,
which is also reasonable.

7. Conclusion

In this paper, we addressed the collective link pre-
diction problem where several related link prediction
tasks are jointly learned. We proposed a nonpara-
metric Bayesian model that considers the similarity
between tasks when leveraging all the link data to-
gether. We conducted experiments on three real world
datasets. We found that transfer learning could help
boost the performance of all tasks. Our results confirm
the effectiveness of our proposed method.
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