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1 Introduction

A standard hidden Markov model is represented as a graph, with probabilities on
the edges. As edges are transitioned, observable emissions are made. However,
the actual path taken in the model is unknown (hence the “hidden” in the
name). One common extension to the HMM model is the epsilon transition:
allowing transitions to be made without emitting any symbol at all. Here, we
present a further, related extension:

Edges may emit more than one observation: that is, they can emit
a sequence of observations.

Before we begin, we make some notation:

S = {s1...sn} set of states

K = {k...ky} output alphabet

I = {m:jesS} initial state probabilities
A = {aij:i,j€S} transition probabilities
B = {bjjr:i,j€S ke K"} emission probabilities

Here, the states are indexed by natural numbers from 1 to N (hence there
are N states, total). The observation sequences come from the alphabet K
(of size M). m; is the probability of beginning in state s;. The transition
probability a;,; is the probability of transitioning from state s; to state s;. b; ; i
is the probability of emitting (the non-empty) observation sequence k while
transitioning from state i to state j. Finally, x; means the state we are in after
emitting the first ¢ symbols.

We use standard sequence notation where x% is shorthand for (z, ...x,). If
b < a then 2% refers to the empty sequence.

Given an observation sequence of = (o; ...or), our goal is to estimate the
probability of this sequence given a model u = (S, K,II, A, B). Thus, we are
trying to estimate Pr (0{ | u). Considering only the final output from the HMM
(remember that this may be one or more symbols), we can break this down into:

T
Pr(of [p) =3 (Pr(or™" [ 1) - Pr(of |p,017"))
t=1

The t parameter in the sum represents the first position of the last output
sequence. In the case where ¢t = 1, the inner product becomes 1 - Pr (0{ | u)
and the machine is outputting the entire sequence in one transition. In the case
where t = T, the inner product becomes Pr (o%ﬂ_1 | 1) -Pr (o | I, of‘l) in which
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case this is emitting only one observation in the last transition (assuming, as we
will for the remainder of this paper, no epsilon transitions). For ¢ somewhere in
the middle, the machine is outputting a phrase of length T'— ¢t + 1.

At this point, we make the standard Markov assumption:

Assumption: The probability of an observation [sequence] at a given state
does not depend on the previous states, but only on the state the machine is
currently in.

Thus, in the above expression, the second probability simplifies to:

Pr (of | Iy a:t_l)

Where, again, x;_; is state the machine was in after outputting the first ¢t —1
symbols (note that this does not mean that it has taken ¢ — 1 steps: all ¢t — 1
symbols could have been outputted in one step).

2 Forward

Now we are ready to calculate the actual probability of an observation sequence.
We present a dynamic programming solution analogous to the forward algorithm
for standard HMMs. We define «;(t) := Pr (o’ifl,xt,l =7 | ,u), for j € S and
1 <t < T+ 1: the probability of being in state j after emitting the first ¢ — 1
symbols (in whatever grouping we want).

Assuming we can calculate these values, we can calculate the probability
of an entire observation sequence as Pr (o{ | u) = Zjes Pr (of,xT =J | u) =
>jes (T +1).

To calculate the « values, we initialize (1) = Pr(zo =j|p) = ;. We
then perform dynamic programming recursion to calculate a for ¢ > 0 by:

a;(t+1) Pr (o}, 2 = j | )
{consider each possible previous observation and
each possible previous state}

{chain rule}

t—1
= ZZ (Pr(o’i,xt/ :Z‘:u) -Pr (Oi’—‘rlamt :j‘oi,ﬂft’ :Zmu))

/=0 i€S
{Markov assumption and definition of a}
t—1

= 2D (@ilt + 1) Pr(ofyy ae = [ av =i,p))
/=048

{definitions of ¢ and b}

t—1
= > > (ai(f' +1)-ai;- biyjaf’i/ﬂ)

t'=0 €S



3 Backward

Just as we can compute the probability of an observation sequence by mov-
ing forward, so can we calculate it by going backward. We define 3;(t) :=
Pr (of | My Ti—1 = Z) the probability of emitting the sequence o] given that we
are starting out in state ¢ (again, defined for ¢ € S and 1 <t < T+ 1).

Again, assuming we can calulate these values, we can calculate the proba-
bility of an entire observation sequence as Pr (o] |pu) = > ,cgPr(zo =1i|p) -

Pr(of | p,wo = i) =3, cq miBi(1).
We initialize 8;(T' 4+ 1) = 1 for all i € S and then the recursive form of j is
derived as:

BGi(t) = Pr (otT | My Ty = Z)
{sum over all breaks in o, and all previous states}

T
= ZZ (PI‘ (Oi y Lt/ :.] ‘ M, Tt—1 = Z) - Pr (03;4-1 ‘ My Tt—1 = i70§ y Lt/ :.]))

t'=t jes
{Markov assumption, definition of a and b}

T
= Z Z (aiyj 'bm,o;’ -Pr (OtT/+1 | Wy Ty = J))

Being able to calculate these backwards values enables us to calculate prob-
abilities of being in a particular state after emitting some symbols. We estimate
for any t:

Pr (0{,;10,5 =1 | u)
{splitting the observation sequence}
= Pr (oﬁ,xt = i,of | ,u)
{chain rule}
= Pr (o’i,xt =1 | ,u) -Pr (031_1 | W, Ty = Lo’i)
{Markov assumption}
= Pr (o’i,xt =1 | u) -Pr (oal | W, Ty = z)
{definitions of o and g}
= oi(t+1) Bi(t+1)

Therefore, we get Pr (o] | p) = Y ,cqai(t)Bi(t) for any 0 < ¢t < T. In
particular, when ¢ = 0, this becomes



Z (ai(1)Bi(1))
Z{ecklgeﬁnition of a}
= Z (miBi(1))
Z{ecklgeﬁnition of m and (3}
= Z (Pr (20 = i) Pr (of | p, T = 1))
l{erflath}
— (ol )

We can perform the same calculation when ¢ = 7" and get:

Z (i (T + 1)Bi(T + 1))
i€s
{definitions of « and §}

= Z(Pr(o{,xT:iLu) Pr(ogﬂ |u,xT :l))
i€S

{0::?+1 =0}
= ZPr(o{,xTzi“L)

€S
{math}

= (o] |

Again, this is exactly what we expect.

4 Best Path

The purpose of the Viterbi algorithm is to calculate the most likely state se-
quence given observations. However, we must also keep track of which parts of
the observation sequence are attributed to each transition. This is not unlike
the situation with HMMs which allow epsilon transitions: there you also need
to keep track of which transitions emit observations, since transitions can be
made which emit nothing.

We define a path as a sequence P = (p; ...py) such that p; is a tuple (¢, x)
where t corresponds to the last of the (possibly multiple) observations made,
and x refers to the state we were coming from when we output this observation
(phrase).

Thus, we want to find:

argmax Pr (P | of, ,u) = argmax Pr (P, o{ | u)
P P



Given a path P = pl, we can calculate the states which correspond to the
phrases of observations. Of course, we must constrain the paths such that their ¢
component is monotonically increasing. If we write p; (¢, z) to mean that ¢ is the
t component of p; and x is the x component, then we get that the observation
phrase Ogi._tl.t 41 corresponds exactly to state p; (x, -), where we implicitly define
po-t := 0.

In order to calculate the P which maximizes the above expression, we intro-
duce a dynamic programming algorithm which is an extension to the Viterbi
algorithm for standard HMMs. To do this calculation, we wish to estimate the
value:

Gt = lmla_)i Pr (pll_l,otl_l,pl.t =t—1l,pxr=j | ,u)
Py
The idea here is that the path p} accounts for observations 0371 (and thus
must end there); furthermore, the “next” element in the path, p; should have j
as its state. Thus (;(t) is the probability of the most likely path which emits
observations o’i_l and ends in state j. Given such a complete { table, we can
calculate the probability of the optimal path as:

m}gxPr (P, ol | u) = ZH;za_)i Ijrleachr (pll_l,o{,plﬂf =T,ppx=7j | u)
P

= maxG(T+1)

And, as usual, by storing in a secondary table v the tuple (¢,2) we can
calculate the optimal path by standard Viterbi methods.
We initialize the ( table by setting:

() = maxPr (P ol it =t —Lpre =j | )
3Py
Pr (pgv O?ap()-t = 07p1-$ :.] | ,LL)
= Pr(mx=jlp
j

This is essentially because there cannot be any path before outputting any
observations, thus [ must be 1, thus we are simply considering the first state in
any path. We similarly define (1) := (0,0) to indicate that this is the start of
the path.

For the inductive step (¢ > 1), we define:



Gt) = lmgrgPr(pﬁ_l,Oi_l,pz-t:t—l,pz-xzjlu)
Py

{Expand out p;_»}
= max Pr (pi%,o’i/*l,pl,l.t:t’—Lpl,l.x:i

11—
l,p1 2

i€S <t Oifl,pl,t:t—Lpl,g;:j ‘/i)
{Chain rule}

_ P -2 t'—1 =+ _1 .

- max r{p1 H01 yPl—1t =1 —L,ipi1.2=1| U
1pi?
i€S,t'<t

Pr (Oil_l,pl.t =t—1,px=j
\plﬁofl Upat=t —1,p_x= i,u)
{Definition of ¢, and Marlov assumption}

=  max ((¢')Pr (oifl,pl.t:t—Lpl.x:j
Lp} 72

i€S,t'<t ‘pl,l.x =1, ,u)
{Definition of a and b}

= max Ci(t')ai,jb

.. t—1
€St <t 0350y

And, of course, when we calculate (;(t), we essentially need to choose an
appropriate ¢ and t', which we store in ;(t), so we can calculate the actual
path at the end.

5 Parameter Re-estimation

The final problem we need to tackle in order to make the Phrase-Based HMM
effective is that of parameter re-estimation. Essentially we want to find the
model 1 which best explains observations. There is no known analytic solution
for standard HMMSs, so we are fairly safe in assuming that it is far too difficult
to find an analytic solution for this more complex problem. Thus, we also revert
to an interative hill-climbing solution analogous to Baum-Welch re-estimation
(i.e., the Forward Backward algorithm).
In order to achieve this, we define the re-esimated values @ and b as:

E [# of transitions i ~» j]

“i T F [# of transitions i ~»7]
. E [# of transitions i ~ j with k observed]
b, .z = — - -

Hd E [# of transitions i ~ j]

In order to calculate these, we define:

7,;(t',t) = E [# of transitions i ~» j emitting o}, |



If we can calculate this, then we can re-estimate a and b as:

T T
o _ Zt’ZI Zt:t’ Ti,j (tlv t)
- T T
D=1 Doty 2ujres Tig (E5 )
TH+1—|k| ¢,7. t+|k|—1 -
; S M8k, o) T r (e 4 R - 1)
T T
D=1 Dopmpr T (P51

Tfweletn;; = S, 1, 7:.;(t,t), then we can rewrite these re-estimations
as:

6 — Mi.j
1,3 -

Zjesni,j’

T+1—|k t+1571 7
SR oo U S U R CU Rl Rl )
0,4,k

Mi,j

So the parameter re-estimation problem boils down to calculating the 7 table.
We can do this using a combination of the forward and backward probabilities.
Recall that these are defined as:

a;(t) = Pr (03717%71 =j|n
Bi(t) = Pr(of | [, Tp—1 = 1)

Now, we are set to calculate 7:

7y, (t's 1)
{definition of 7}
= F [# of transitions ¢ ~» j emitting OH
{calculating the probability explicitly}
= Pr (xt/_l =1, =] | 0{,@
{Bayes’ Rule}
Pr (xt/,l =14, T = J, o? | u)
Pr(of | 1)

{split the observation sequence in half}

. t'—1 T .
Pr (xt/_l =1,01 ,0;,Tt =] ‘ ,u)

PrioT 179

{reverse chain rule}

Pr(xt/l—zol ‘M)Pr(ogmt—]‘xﬂl—zo{ 1,,u)

(1|U)

{definition of o and reverse chain rule}




t'—1

Oéi(t/) Pr (.’,Ut :J ‘ Tp—1 = Z’7Ot1/71,lu¢) Pr (Otj; Ty —1 = i,Ol , Tt = J"LL)

Pr (of | 1)
{splitting the observation sequence again and reverse chain rule}

/ . .ot t T .t —1 .
a;(t") Pr (xt =j ‘ xTp_1 =1,0] ,u) Pr (ot/,otﬂ ‘ Ty_1 =1,0] T4 zj,u)

Pr(of | 1)
{definition of a¢ and b, and Markov assumption}

;i (t")ai;b; j o, Pr (ofi1 |zt =7, 1)
Pr(of | 1)

{definition of 5}

ai(tl)ai,jbi,j,oi,ﬂj(t + ].)

Pr (of | ,u)

6 Summary and Complexity Analysis

Recall the final definitions from the previous sections:

aj(t+1) = z’_:lo i€s a;(t'+1) - ai; - bm,Oim) vjeststsT

Bilt) = Yh— S es (aig by oy - Bi( + 1)) Vi€ S, 1<t<T
a’i(t/)a’iv]'bi,j,oi/ B (t+1)

Tig(t', 1) = Pr(oT [ 1) Vi, je S,1 <t <t <T
T T o
Mg = Eﬂ;l_zt:t' Tig (¢, ) ,Vi,jeSs
q. . = g .o
Q5 = Ej’es"‘]g,‘j’ . ) Vl,j es
R TH1-|k| ¢ o7 t+Ik|—1\_ T _
bi,jJ% — t=1 6(k,0, o )Ttk —1) ’ VZ,] c S, Le K+
Of course, we needn’t consider all k € KT for the re-estimation of b: only

the ones which actually appear in o7 .

Calculating the a, 3 and 7 tables will take time O (N?T?) each. Calculating
the 7 table will only take time O (N?). Re-estimating a will take time O (N?)
assuming we are decently intelligent about calculating the denominator. Fi-
nally, re-estimating b will take time O (N 2T2) since we need to consider every
subsequence of of . Thus, all in all, the re-estimation will take O (N 2T2) time.

In many applications we needn’t actually consider all subsequences of obser-
vations. Usually we will want to bound the length of the sequence; otherwise
we are unlikely to encounter enough training data to get reasonable estimates of
emission probabilities. If we enforce a maximum observation sequence length of
1, then all the factors of T2 drop to Tl, a fairly substantial improvement, leaving
us with a complexity of O (N 2Tl) for parameter re-estimation (typically [ will
be much smaller than 7).

Moreover, if the HMM is sparse, then the sums over all 7, j € S need only
be a sum over all the ¢ € S and j such that there is an edge from ¢ to j. If the
maximum out-degree of any node is b, all the N? factors drop to Nb, leaving us
with a final complexity of O (NTbl).



