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Topic Models in a Nutshell

From an input corpus → words to topics

Forget the Bootleg, Just 
Download the Movie LegallyMultiplex Heralded As 

Linchpin To GrowthThe Shape of Cinema, 
Transformed At the Click of 

a Mouse
A Peaceful Crew Puts 

Muppets Where Its Mouth IsStock Trades: A Better Deal 
For Investors Isn't SimpleThe three big Internet 
portals begin to distinguish 

among themselves as 
shopping malls

Red Light, Green Light: A 
2-Tone L.E.D. to 
Simplify Screens

Corpus
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Topic Models in a Nutshell

From an input corpus → words to topics

computer, 
technology, 

system, 
service, site, 

phone, 
internet, 
machine

play, film, 
movie, theater, 

production, 
star, director, 

stage

sell, sale, 
store, product, 

business, 
advertising, 

market, 
consumer

TOPIC 1 TOPIC 2 TOPIC 3
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Evaluation

Held-out DataForget the Bootleg, Just 
Download the Movie LegallyMultiplex Heralded As 

Linchpin To GrowthThe Shape of Cinema, 
Transformed At the Click of 

a Mouse
A Peaceful Crew Puts 

Muppets Where Its Mouth IsStock Trades: A Better Deal 
For Investors Isn't SimpleThe three big Internet 
portals begin to distinguish 

among themselves as 
shopping malls

Red Light, Green Light: A 
2-Tone L.E.D. to 
Simplify Screens

Model C

Corpus
Model A

Model B Sony Ericsson's Infinite 
Hope for a TurnaroundFor Search, Murdoch Looks 
to a Deal With MicrosoftPrice War Brews Between 

Amazon and Wal-Mart

-4.8

-15.16

-23.42
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Held-out Log
Likelihood

Measures predictive power, not latent structure
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Qualitative Evaluation of the Latent Space

[Hofmann, 1999]
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Qualitative Evaluation of the Latent Space

LATENT DIRICHLET ALLOCATION

TheWilliam Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-

tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a

real opportunity to make a mark on the future of the performing arts with these grants an act

every bit as important as our traditional areas of support in health, medical research, education

and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in

announcing the grants. Lincoln Center’s share will be $200,000 for its new building, which

will house young artists and provide new public facilities. The Metropolitan Opera Co. and

New York Philharmonic will receive $400,000 each. The Juilliard School, where music and

the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter

of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100,000

donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which

the word is putatively generated.

1009

[Blei et al., 2003]
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Qualitative Evaluation of the Latent Space

sampling. Gibbs sampling involves sequentially
resampling each zl

n from its conditional posterior:

P (zl
n = t |w,z\l,n,Φ1, . . . ,ΦL,αm)

∝ φl
wl

n|t
(Nt)\l,n + αmt∑

t Nt − 1 + α
, (4)

where z\l,n is the current set of topic assignments
for all other tokens in the tuple, while (Nt)\l,n is
the number of occurrences of topic t in the tuple,
excluding zl

n, the variable being resampled.

4 Results on Parallel Text

Our first set of experiments focuses on document
tuples that are known to consist of direct transla-
tions. In this case, we can be confident that the
topic distribution is genuinely shared across all
languages. Although direct translations in multi-
ple languages are relatively rare (in contrast with
comparable documents), we use direct translations
to explore the characteristics of the model.

4.1 Data Set
The EuroParl corpus consists of parallel texts in
eleven western European languages: Danish, Ger-
man, Greek, English, Spanish, Finnish, French,
Italian, Dutch, Portuguese and Swedish. These
texts consist of roughly a decade of proceedings
of the European parliament. For our purposes we
use alignments at the speech level rather than the
sentence level, as in many translation tasks using
this corpus. We also remove the twenty-five most
frequent word types for efficiency reasons. The
remaining collection consists of over 121 million
words. Details by language are shown in Table 1.

Table 1: Average document length, # documents, and
unique word types per 10,000 tokens in the EuroParl corpus.

Lang. Avg. leng. # docs types/10k
DA 160.153 65245 121.4
DE 178.689 66497 124.5
EL 171.289 46317 124.2
EN 176.450 69522 43.1
ES 170.536 65929 59.5
FI 161.293 60822 336.2
FR 186.742 67430 54.8
IT 187.451 66035 69.5
NL 176.114 66952 80.8
PT 183.410 65718 68.2
SV 154.605 58011 136.1

Models are trained using 1000 iterations of
Gibbs sampling. Each language-specific topic–
word concentration parameter βl is set to 0.01.

centralbank europæiske ecb s lån centralbanks 
zentralbank ezb bank europäischen investitionsbank darlehen 
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Figure 2: EuroParl topics (T=400)

The concentration parameter α for the prior over
document-specific topic distributions is initialized
to 0.01 T , while the base measure m is initialized
to the uniform distribution. Hyperparameters αm
are re-estimated every 10 Gibbs iterations.

4.2 Analysis of Trained Models

Figure 2 shows the most probable words in all lan-
guages for four example topics, from PLTM with
400 topics. The first topic contains words relating
to the European Central Bank. This topic provides
an illustration of the variation in technical ter-
minology captured by PLTM, including the wide
array of acronyms used by different languages.
The second topic, concerning children, demon-
strates the variability of everyday terminology: al-
though the four Romance languages are closely

[Mimno et al., 2009]
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Qualitative Evaluation of the Latent Space

public class OrderDetails implements java.io.Serializable {
private String orderId;
private String userId;
private String orderDate;
private float orderValue;
private String orderStatus;

public String getOrderStatus() {
return(orderStatus);

}
...
...

}

As discussed in section 4.1, identifier names are split to
get meaningful domain words and importance factor calcu-
lated for each of the words. One such word that is extracted
from the above code snippet is “Order”which occurs in com-
ments and names of different type of identifiers such as in
class name, attribute name and method name. These differ-
ent types of sources for words constitute our set of location
types lt. Generally, in an object oriented system, classes
represent domain objects and their names are more likely
to yield domain words that are important for that class.
Hence, λ(class) generally is assigned higher value by do-
main experts than λ(attribute). Let us assume that in this
particular example λ(class) equals 2, λ(attribute) equals 1
and λ(method) equals 1. The importance factor of the word
“Order” in the above code snippet as calculated according
to the formula given above is 7.

wd[Order, OrderDetails.java] = 2 ∗ 1 + 1 ∗ 4 + 1 ∗ 1 = 7

Similarly, weighted occurrence is calculated for other words
such as “details”, “user” and “status”.

4.3 Topic labeling
LDA could not satisfactorily derive a human understand-

able label for an identified topic. In most of the cases, the
terms from which a label can be derived are abbreviations
of business concepts or acronyms. As a result it becomes
hard to create a meaningful label for a topic automatically.
In the current version of the tool, identified topics have been
labeled manually.

5. CASE STUDIES
We have tested our approach on a number of open source

and proprietary systems. In the rest of this section we dis-
cuss the results obtained using some of the topics as exam-
ples.

5.1 Topic Extraction for Apache
We extracted 30 topics for Apache. For the sake of brevity

we list only two topics, namely “SSL” and “Logging”. Table
1(a) lists the top keywords for topic “SSL” and their corre-
sponding probability of occurrence when a random keyword
is generated from the topic “SSL”.

Our tool is able to extract not just the domain topics,
but also infrastructure-level topics and cross cutting topics.
For instance, “logging” is a topic that cuts across files and
modules. Our tool, based on LDA, is able to cluster together
all logging related keywords together as shown in table 1(b)
that lists the top keywords for topic “Logging” and their
corresponding probability values.

(a) Topic labeled as SSL

Keyword Probability
ssl 0.373722

expr 0.042501
init 0.033207

engine 0.026447
var 0.022222
ctx 0.023067

ptemp 0.017153
mctx 0.013773

lookup 0.012083
modssl 0.011238

ca 0.009548

(b) Topic labeled as Logging

Keyword Probability
log 0.141733

request .036017
mod 0.0311
config 0.029871
name 0.023725

headers 0.021266
autoindex 0.020037

format 0.017578
cmd 0.01512

header 0.013891
add 0.012661

Table 2: Sample Topics extracted from Apache
source code

5.2 Topic Extraction For Petstore
In order to investigate the effect of naming on topic ex-

traction results we considered Petstore, a J2EE blueprint
implementation by Sun Microsystems. Being a reference
J2EE implementation, it has followed good java naming con-
ventions and a large number of identifiers have meaningful
names.

(a) Topic labeled as Con-
tact Information

Keyword Probability
info 0.418520

contact 0.295719
email 0.050116

address 0.040159
family 0.040159
given 0.036840

telephone 0.026884
by 0.000332

(b) Topic labeled as Ad-
dress Information

Keyword Probability
address 0.398992
street 0.105818
city 0.055428
code 0.055428

country 0.055428
zip 0.055428

name1 0.050847
state 0.046267

name2 0.046267
end 0.005039
add 0.009548

Table 3: Sample Topics extracted from petstore
source code

As shown in table 2(a) we are able to successfully group
all “contact information” related terms together. However,
what is more significant in this example is that the top key-
words “info”, “contact” are meaningful and indicative of the
probable name of the topic. For example if we concatenate
these two keywords into “info contact” it can be considered
as a valid label for the “contact information” topic.

Similarly, even in the case of “address information” topic,
shown in table 2(b), the concatenation of the top keywords
“address” and “street” can be used to label the “address in-
formation” topic. It can be observed from the sample topics
extracted that good naming convention yields more mean-
ingful names thereby simplifying the process of labeling the
topics.

5.3 Synonymy and Polysemy resolution
One of the key factors in extracting coherent topics and

grouping semantically related keywords together is the abil-

[Maskeri et al., 2008]
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Qualitative Evaluation of the Latent Space

Anaphora Resolution resolution anaphora pronoun discourse antecedent pronouns coreference reference definite algorithm
Automata string state set finite context rule algorithm strings language symbol
Biomedical medical protein gene biomedical wkh abstracts medline patient clinical biological
Call Routing call caller routing calls destination vietnamese routed router destinations gorin
Categorial Grammar proof formula graph logic calculus axioms axiom theorem proofs lambek
Centering* centering cb discourse cf utterance center utterances theory coherence entities local
Classical MT japanese method case sentence analysis english dictionary figure japan word
Classification/Tagging features data corpus set feature table word tag al test
Comp. Phonology vowel phonological syllable phoneme stress phonetic phonology pronunciation vowels phonemes
Comp. Semantics* semantic logical semantics john sentence interpretation scope logic form set
Dialogue Systems user dialogue system speech information task spoken human utterance language
Discourse Relations discourse text structure relations rhetorical relation units coherence texts rst
Discourse Segment. segment segmentation segments chain chains boundaries boundary seg cohesion lexical
Events/Temporal event temporal time events tense state aspect reference relations relation
French Function de le des les en une est du par pour
Generation generation text system language information knowledge natural figure domain input
Genre Detection genre stylistic style genres fiction humor register biber authorship registers
Info. Extraction system text information muc extraction template names patterns pattern domain
Information Retrieval document documents query retrieval question information answer term text web
Lexical Semantics semantic relations domain noun corpus relation nouns lexical ontology patterns
MUC Terrorism slot incident tgt target id hum phys type fills perp
Metaphor metaphor literal metonymy metaphors metaphorical essay metonymic essays qualia analogy
Morphology word morphological lexicon form dictionary analysis morphology lexical stem arabic
Named Entities* entity named entities ne names ner recognition ace nes mentions mention
Paraphrase/RTE paraphrases paraphrase entailment paraphrasing textual para rte pascal entailed dagan
Parsing parsing grammar parser parse rule sentence input left grammars np
Plan-Based Dialogue plan discourse speaker action model goal act utterance user information
Probabilistic Models model word probability set data number algorithm language corpus method
Prosody prosodic speech pitch boundary prosody phrase boundaries accent repairs intonation
Semantic Roles* semantic verb frame argument verbs role roles predicate arguments
Yale School Semantics knowledge system semantic language concept representation information network concepts base
Sentiment subjective opinion sentiment negative polarity positive wiebe reviews sentence opinions
Speech Recognition speech recognition word system language data speaker error test spoken
Spell Correction errors error correction spelling ocr correct corrections checker basque corrected detection
Statistical MT english word alignment language source target sentence machine bilingual mt
Statistical Parsing dependency parsing treebank parser tree parse head model al np
Summarization sentence text evaluation document topic summary summarization human summaries score
Syntactic Structure verb noun syntactic sentence phrase np subject structure case clause
TAG Grammars* tree node trees nodes derivation tag root figure adjoining grammar
Unification feature structure grammar lexical constraints unification constraint type structures rule
WSD* word senses wordnet disambiguation lexical semantic context similarity dictionary
Word Segmentation chinese word character segmentation corpus dictionary korean language table system
WordNet* synset wordnet synsets hypernym ili wordnets hypernyms eurowordnet hyponym ewn wn

Table 2: Top 10 words for 43 of the topics. Starred topics are hand-seeded.

[Hall et al., 2008]
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Topics are shown to users during web search.
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Users can refine queries through topics.
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Key Points

1 “Reading Tea Leaves” alternative: measuring interpretability

2 Direct, quantitative human evaluation of latent space

3 Testing interpretability on different models and corpora

4 Disconnect with likelihood
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Evaluating Topic Interpretability

Interpretability is a human judgement

We will ask people directly

Experiment Goals

Quick
Fun
Consistent

We turn to Amazon Mechanical Turk

Two tasks: Word Intrusion and Topic Intrusion
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Task One: Word Intrusion

computer, 
technology, 

system, 
service, site, 

phone, 
internet, 
machine

play, film, 
movie, theater, 

production, 
star, director, 

stage

sell, sale, 
store, product, 

business, 
advertising, 

market, 
consumer

TOPIC 1 TOPIC 2 TOPIC 3
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Task One: Word Intrusion

1 Take the highest probability words from a topic

Original Topic

dog, cat, horse, pig, cow

2 Take a high-probability word from another topic and add it

Topic with Intruder

dog, cat, apple, horse, pig, cow

3 We ask Turkers to find the word that doesn’t belong

Hypothesis

If the topics are interpretable, users will consistently choose true
intruder
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Task One: Word Intrusion

Order of words was shuffled

Which intruder was selected varied

Model precision: percentage of users who clicked on intruder
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Task One: Word Intrusion

Order of words was shuffled

Which intruder was selected varied
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Task Two: Topic Intrusion

Forget the 
Bootleg, Just 
Download the 
Movie Legally

Multiplex Heralded 
As Linchpin To 

Growth
The Shape of 

Cinema, 
Transformed At 
the Click of a 

Mouse A Peaceful Crew 
Puts Muppets 

Where Its Mouth Is

Stock Trades: A 
Better Deal For 
Investors Isn't 

Simple

Internet portals 
begin to distinguish 
among themselves 
as shopping malls

Red Light, Green 
Light: A 

2-Tone L.E.D. to 
Simplify Screens

TOPIC 2
"BUSINESS"

TOPIC 3
"ENTERTAINMENT"

TOPIC 1
"TECHNOLOGY"
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Task Two: Topic Intrusion

1 Display document title and first 500 characters to Turkers

2 Show the three topics with highest probability and one topic
chosen randomly

3 Have the user click on the the set of words that is out of place

Hypothesis

If the association of topics to a document is interpretable, users
will consistently choose true intruding topic
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Task Two: Topic Intrusion
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Task Two: Topic Intrusion
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Task Two: Topic Intrusion

1.0
per-document 

topic probability

Topics
(sorted by probability)
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Task Two: Topic Intrusion

1.0
per-document 

topic probability

Topics
(sorted by probability)
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Task Two: Topic Intrusion

1.0

Intruder

per-document 
topic probability

Topics
(sorted by probability)
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Task Two: Topic Intrusion

1.0

Intruder

Click
Topic Log Odds:
log(0.05 / 0.05) = 

0.0

per-document 
topic probability

Topics
(sorted by probability)
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Task Two: Topic Intrusion

1.0

Intruder

Click
Topic Log Odds:
log(0.05 / 0.15) = 

-1.1

per-document 
topic probability

Topics
(sorted by probability)
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Task Two: Topic Intrusion

1.0

Intruder

Click
Topic Log Odds:
log(0.05 / 0.5) = 

-2.3

per-document 
topic probability

Topics
(sorted by probability)
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Three Topic Models

Different assumptions lead to different topic models

Free parameter fit with smoothed EM (pLSI
variant) [Hofmann, 1999]

Dirichlet: latent Dirichlet allocation (LDA) [Blei et al., 2003]

Normal with covariance: correlated topic model
(CTM) [Blei and Lafferty, 2005]
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Corpora

8477 articles

8269 types

1M tokens

Sample of 10000 articles

15273 types

3M tokens

Corpora properties

Well structured (should begin with summary paragraph)

Real-world

Many different themes
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Experiments

1 Fit pLSI, LDA, and CTM to both corpora

2 Each model had 50, 100, or 150 topics

3 50 topics from each condition presented to 8 workers

4 100 documents form each condition presented to 8 workers
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Word Intrusion: Which Topics are Interpretable?

New York Times, 50 LDA Topics
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Word intrusion: Models with Interpretable Topics
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Which documents have clear topic associations?

Wikipedia, 50 LDA Topics

Topic Log Odds
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Which Models Produce Interpretable Topics
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Held-out Likelihood

Corpus Topics pLSI LDA CTM

New York Times
50 -7.3384 -7.3214 -7.3335

100 -7.2834 -7.2761 -7.2647
150 -7.2382 -7.2477 -7.2467

Wikipedia
50 -7.5378 -7.5257 -7.5332

100 -7.4748 -7.4629 -7.4385
150 -7.4355 -7.4266 -7.3872
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Interpretability and Likelihood

Model Precision on New York Times
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Interpretability and Likelihood

Topic Log Odds on Wikipedia
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Conclusion

Disconnect between evaluation and use

Means of evaluating an unsupervised method

For topic models, direct measurement of interpretability

Surprising relationship between interpretability and likelihood

Measure what you care about
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Future Work

Influence of inference techniques and hyperparmeters

Investigate shape of likelihood / interpretability curve

Model human intuition
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Workshop

Applications for Topic Models:
Text and Beyond

7:30am - 6:30pm Friday
Westin: Callaghan
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